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In order to cope with the problem of low precision in data mining, it is necessary to study the non-significant features of data mining methods. The
current method shows efficiency bias in the data mining. In this paper, a non-significant feature data mining method based on Ant Colony Clustering
is proposed. This method extracts the characteristics of data clustering which manifest the significant characteristics of data mining in a big data
environment. Experiments show that this method is more accurate when data mining.
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1. INTRODUCTION

With the rapid development of computer technology, there
has been a significant growth of the data information index.
The ability to produce and gather data using information
technology has improved tremendously [1]. Within a big
data environment, the non-significant feature data mining is
widely used in business management, government operations,
and scientific research. Non-significant feature data mining
is a serious enterprise within big data environments [2]. The
centralized characteristics of the data can be distributed to
the data storage node, which improves the visiting number of
the data [3]. Data mining mainly refers to the extraction of
information from a large number of data sets, commonly used
for predicting trends [4]. As there are many databases full of
information, the accumulation of data information requires a
deeper analysis of data mining. Data mining is convenient
and can improve the application of the information provided
by the data [5]. Current database structures are efficient for
data entry and query and statistical functions, but they are still
unable to detect existing relationship. They cannot predict
events on the basis of the existing data, which leads to the

∗E-mail of Corresponding Author: mengxiaoli7998@163.com

complex problems of data mining efficiency and deviation
processes [6]. This has led to the necessity of improving the
accuracy and reducing the length of time taken when data
mining [7]. A data mining method based on Ant Colony
Clustering, is an effective solution due to the high precision
of the results of data mining in this way [8–11]. Data mining
has extensive business prospects; this has become one of the
main reasons for the focus in this research direction. It has
caught the attention of many academic experts and scholars,
and they have obtained varied results [12].

Li Minzhi was the first expert to put forward the k-means
algorithm clustering method. This method can only be applied
to the case of a pre-defined clusters average and therefore
shows poor adaptability for data mining [13, 14]. Huangyong
proposed a data mining clustering algorithm for classification
properties, which proved that a finite iteration can converge
to a local minimum. Cui Huili proposed a data mining
study based on non-parametric clustering methods. Liu Xue
proposed a clustering algorithm that iterates over the initial
data. Mr Li proposes a data mining method based on binary
clustering algorithms [15]. The experimental results show
that the algorithm is more accurate and robust. Wang Haobo
puts forward a hierarchical clustering algorithm based on
indistinguishable data; applying this algorithm to data mining
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can improve the accuracy of data mining effectively Han Wei
proposes a method of data mining of the lattice clustering
algorithm in high dimensional space, which is not sensitive to
noise data and with a fast clustering speed. Jiang Yuhang
proposed the data mining method based on the adaptive
clustering algorithm. Xu Jiayi put forward the data mining
method based on the density clustering method.

Article [16] presents a method for mining non-salient
feature data in a large data environment based on a genetic
algorithm. This method firstly analyzes and elaborates
the clustering method, and analyzes the advantages and
disadvantages of the clustering algorithm, it then introduces
the technology of data mining, the related technology of
cluster analysis and the problem of the application of the
K-mean clustering algorithm in the process of network data
mining. Based on this, the variants of genetic algorithms
are referenced to the K-means clustering algorithm; using
the mutation factor in the genetic algorithm can shorten
the convergence time of the genetic algorithm, in order to
avoid the algorithm finding the local optimal only, thus the
data mining of non-significant feature data in a large data
environment is completed. Finally, it is proved that the method
in this paper has a better clustering effect,however this method
uses a complex data mining process. Article [17] presents a
data mining method based on non-significant feature data in a
large data environment based on group intelligence. First, the
data information for mining is represented by vector space,
all non-significant features are removed from the data set
via the conventional way, the data vector is then randomly
distributed to the data set, data clustering is performed by
a clustering of group intelligence, and the clustering results
are collected from the data set using recursive algorithms.
In order to improve the practicability of the algorithm, the
recursive algorithm is combined with the K-means algorithm
creating a hybrid clustering algorithm. The data mining of
non-significant feature data in a large data environment is
performed by using the hybrid clustering algorithm. Using
experiments to compare the methods, the mining process in
this method is flexible; however the method suffers from
a poor excavation effect. In article [18], a data mining
method based on improving the particle swarm optimization
algorithm and K-means algorithm is proposed. This method
first introduces random variation in the process to enhance
the diversity of data, improves the ability to search the data
globally, the operation of the K-means clustering algorithm
is based on the variance of the data, which enhances the
search ability of the algorithm and shortens the time of data
convergence, thus the data mining of nonsignificant features
in a large data environment is completed. Comparing this
method with the particle clustering algorithm and the PSO
clustering algorithm, the experiment shows that the method is
simple, however there is still the problem of low precision.

In this paper, a new study method of non-significant feature
data mining based on Ant Colony Clustering is proposed.
This method firstly makes the spatial reconstruction of the
time series for non-significant eigendata, performs statistical
analysis of non-salient feature data combined with time
sequence, then collects data by combining the results of the
analysis. The data acquisition results are used to extract the
characteristics of non-salient feature data, the Ant Colony

Clustering algorithm is used to cluster by combining data
from the feature extraction, thus the mining of non-significant
feature data in large data environments is completed. The
result of the simulation experiment shows that the method
can effectively reduce the time taken by data operations and
improve the precision of data mining.

2. NON-SIGNIFICANT FEATURE DATA
MINING METHOD BASED ON ANT
COLONY CLUSTERING

First, the spatial reconstruction of time series for non-
significant eigendata is created, then non-salient feature data
was statistically analyzed by combining the time series, the
data was then acquired by combining the results of the
analysis. The results of the data collection are used to extract
the non-salient feature data, then clustering is performed by
using the Ant Colony Cluster algorithms to combine the data
from the feature extraction, thus the mining of non-significant
feature data in a large data environment is finished. The
specific steps are as follows:

2.1 Non-Salient Feature Data Collection

Assuming that the distribution model for non-significant
feature data is represented as a binary group G(0) =
(V , E, LV , L E , μ, η), η:E → L E represent heterogeneous
ontologies of different data. The initial data center in the
large data environment is satisfy ing the condition G1 ⊆
G2 ⇔ Y1 ⊆ Y2, assuming that A = (a1, a2, . . . , an)

is the mapping of data vectors. For the sample data set
M = (x1, Lxn, L, xnm , y), the number of spaces in the
data center vector mi ∈ R1 satisfies
(1) Additive homomorphic

Being f (m1 + m2) = f (m1)⊕ f (m2)

(2) Multiplicative homomorphic
Being f (m1 × m2) = f (m1) ⊗ f (m2), the data feature

sequence is refactored to obtain the category set of the data
set M = (VA : VB : Vc):

x(t) = Re{an(t)e
− j2π fcT n(t)Sl (t − τn(t))e

− j2π fcτnt } (1)

Based on the discrete decomposition method, the attribute
value of the non-significant eigendata vector ai is represented
by {c1, c2, · · · , ck}. Assuming that D represents the
non-significant feature mining data set, 0, p represent the
sequential elements in the data set D, dist (p, 0) is the
Euclidean distance between the non-salient feature data vector
P and 0, assuming that q is the point not in the data set X , then
the Euclidean distance between the two data center vectors is
obtained by dist (q, D) = min{dist (q, 0), 0 ∈ D}.

Definition 1 Suppose that the non-salient feature data set
X,Y is a finite data vector set, X ∩ Y = ∅, for a positive
integer k, the distance of the similar K distance sequence is
represented by k−distance(p), it is defined as vector data set
dist (p, 0) of the time sequence object 0 of the data sequence
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trace and 0 ∈ D. The conditions for the collection of data are
met:

(1) There are at least n sets of data neighbors, 0′ ∈ D/{p}
meets the condition that the Euclidean distance between
data vectors is dist (p, 0′) ≤ dist (p, 0).

(2) There are k − 1 data information vector models 0′ ∈
D/{p} in data object P and they meet the condition that
dist (p, 0′) ≤ dist (p, 0).

The spatial reconstruction method is used to model the data
time series model, the adjacent domain of the inverse k of
object P of data in space has directivity characteristics. For
a given corresponding coefcients k of the information data
state and the inverse distribution of non-salient feature data
object P , the k th distance space reconstructed trajectory in
data gradient information domain D is RNk(p), this can be
defined as:

RNk (p) = {q|q ∈ D, p ∈ Nk(q)} (2)

By refactoring the space of the non-salient feature data time
series to obtain the power accumulation scale of the inverse
of the data object P satisfies the kth adjacent domain.

The relevant functions of the information data time series
provide the basis for data input for non-significant feature data
collection. The scale of non-significant data transfer time in
large data environments is represented as:

c(τ, t) =
∑

n

an(t)e
− j2π fcτn (t)δ(t − τn(t)) (3)

In Formula (3), an(t) is the amplitude of the non-significant
eigentime sequence oscillations on the nth data transmission
channel, τn(t) is the time extension of transmission of the
nth data transfer path, fc is the modulation frequency of non-
significant feature data channels in large data environments.
The channel model of non-salient feature data was obtained
by using an adaptive wave beam FM method and expressed
by Formula (4):

h(t) =
p∑

i=1

ai p(t − τi ) (4)

In Formula (4), ai is the loss of non-significant data
propagation in large data environments, τi is the extended
periods of non-significant feature data transfer in large data
environments. Assuming that there are P transmission paths
of the transmission node of non-significant feature data in a
large data environment, the distribution function of the non-
significant feature data center network in the transmission of
the cross-platform is described as:{

y(t) = x(t − t0) ⇒ Wy(t, v) = Wx (t − t0, v)

y(t) = x(t)e j2πv0t ⇒ Wy(t, v) = Wx (t, v − v0)
(5)

The waveform fitting for non-significant feature data
collected is made by the formation of a non-significant feature
data beam. By using a linear regression to estimate, the scaling

scale of the time domain of the non-significant eigendata time
series is calculated with Formula (6):{

y(t) = √
kx(kt), k � 0

Wy(t, v) = Wx (kt, v/k)
(6)

In Formula (6), k is the frequency of data sampling, v is the
bandwidth of the non-significant feature data transfer structure
distribution, Wx is time window function of data.

The data time sequence for non-significant features in large
data environments is x(t), made by using the data time-
frequency characteristic analysis method. In the process
of accessing the database, the fusion of data information is
taken for subsets of different data characteristics, then the
non-salient feature data was optimized using the description
method of the binary vector and the expression of the optimal
time sequence of non-significant feature data is obtained as:

h(t) =
∑

i

ai (t)e
jθi (t)δ(t − i TS) (7)

The problem of feature data optimization is transformed
into non-significant feature data fusion and the estimation of
the relation function vector model is described as:

x =
N∑

i=1

siψi = �s, ψ = [�1, �2, · · · , �N ] (8)

In Formula (8), si is the constraint channel of the non-
salient feature data selection path, �s is the initial data
probability distribution. By using the time combination
estimation method, the number of joint parameters for non-
salient feature data in large data environments is detected and
estimated, the computational expressions associated with non-
significant feature data can be described as:⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

In f o(B) = −
m∑

i=1
pi × log2 pi

In f oA(B) = −
v∑

j=1

B j
B × In f o

(
B j

)
Gain(A) = In f o(B)− In f oA(B)

(9)

In Formula (9), pi is the probability that the data exists in
vector space, Info (B j ) is the relevant information parameters
of non-salient feature data flow B j , In f oA(B) is the relevant
information parameters of the data stream A and B , Gain (A)
is the data transfer gain. The relative functions of the time-
series of non-salient feature data were carried out through
the above formula, and the collection of non-salient feature
data was completed to improve the accuracy of non-significant
feature data collection.

2.2 The Extraction of Non-Salient Feature
Data

Combined with the acquisition of non-salient feature data
above, the mean mutual information data feature extraction
method is used to estimate the spectral density of non-salient
feature data. Assuming that the feature vector of the data
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preference window of non-salient feature data collection in a
big data environment can be expressed by Formula (10):

Ei, j = 〈e1, e2, L, em〉 (10)

Extracting the data information characteristics by time-
frequency analysis method, the time-varying clustering model
for non-salient feature data can be expressed as:

V = {C1,C2, · CK } (11)

By breaking down the edge features of the non-salient
feature data flow, the transfer function of the channel
number of non-significant feature data transfer in a large data
environment can be expressed as:{

Wx (t, v)dt = |X (v)|2
Wx (t, v)dv = |X (t)|2 (12)

In Formula (12), |X (v)| is the distribution function of non-
salient feature data. Creating a short-time window function
in the subdomain of the data time scalar and calculating the
data correlation density information in the data cluster results
in Ci ⊆ V , 1 ≤ i ≤ k. The channel model of non-significant
feature data in a large data environment is a hypothesis model,
it is represented as:

x(k) =
{

n(k), H0

hs(k)+ n(k), H1
(13)

In Formula (13), x(k) is the vector of non-significant feature
data fusion input information in a large data environment,
s(k) is the component of the non-significant feature data
flow filtering. The data limit is α and SI R ≤ α, and the
data is decomposed with the data vertical structure, when the
threshold is met: SI R � α and SN R ≤ α. The amplitude
of non-significant eigendata measurements in a large data
environment can be represented as: A = {a1, a2, · · · , an},
Vector branching the data attribute results in the data output
gain represented as: B = {b1, b2, · · · , bm}. In the space
of data information distribution, there is a sequence of data
spatial distribution of B j , The property value of the orthogonal
data eigenvector ax is the set of elements in the non-significant
eigendata space. By measuring the data, the iterative function
of the average inter-information feature of a data time series
distribution of non-significant eigendata time sequences in a
large data environment can be represented as

xid (t + 1) = wxid (t)+ c1r1

[
r t0�T0

3 Pid − xid (t)
]

+ c2r2

[
r t9�T9

4 Pgd − xid (t)
]

(14)

In Formula (14), t0 is a data embedded dimension, tg is
the latency of data time. The extracted data above is a test
function and the results of the non-significant feature data
were obtained as:

X = [
s1, s2, · · · sK

]
n = (

xn, xn−τ , L, xn−(m−1)τ
)

(15)

In Formula (15), K = N − (m − 1)τ expressed the
eigenvectors of the time-series of non-significant feature data
in a large data environment,τ is the estimated delay coefficient
of non-significant eigendata. Thus, the characteristics of non-
salient feature data are extracted.

2.3 Non-Salient Feature Data Clustering

Combining the above data collection and extraction, the data
clustering of the extracted feature data is obtained by using
Ant Colony Clustering algorithm. As ants search for food,
they bring the food they find to a centralized location. The
ants release pheromones wherever they go, and the ants move
towards the places with more pheromones, the pheromones
on the path also evaporate over time.

By analyzing this behavior, the main idea of the cluster
analysis model based on ant foraging behavior is to view the
extracted data as ants of different attributes, the data clustering
center is the food source the ants are looking for, thus the
process of clustering is the process of ants finding food. An
algorithm flowchart based on the clustering analysis model of
ant colony foraging behavior is shown in Figure 1:

Assuming that X is the set of nm dimensional data c j is the
clustering center;
ε0 is the error of data statistics;
P0 is the threshold of data probability transfer.
Initialized with any number of data, the probability Pij that

if the data object Xi is carried to C j can be expressed as:

Pij =
τ a

i j (t)η
β
i j (t)∑

s∈S τ
α
i j (t)η

β
i j (t)

(16)

τi j (t) =
{

1, d(Xi ,C j ) ≤ R

0, d(Xi ,C j ) � R
(17)

d(Xi ,C j ) =
√√√√ m∑

r=1

(Xir ,C jr )
2 (18)

In the formula above, d(Xi ,C j ) is the Euclidean distance
between non-salient feature data object Xi and the clustering
center C j , τi j (t) is the amount of pheromone from data object
Xi to clustering center C j at the time t . At initial time τi j (t) =
0, S = {Xs |d(X, C) ≤ R, s = 1, 2, · · · , j + 1, · · · n} is a
set of data objects in a cluster center, hi j is heuristic factor
which can be defined as ηi j = 1/d(Xi , Ci ), α and β are the
expected value of data pheromones and heuristic factors. If
Pij is larger than threshold value P0, the ant Xi carries food
to the scope with C j existing in it.

The cluster analysis base model is built by combining the
behavior that a single ant picks up food and puts down food
put forward above. The main idea is that if an ant that is not
carrying an object meets a new object that has a significant
difference to the objects around it, the probability that this
object will be picked up is greater. On the contrary, for an
ant already carrying an object, if the objects around it are
similar to the object already on its back, the probability that
the carried object will be put down is greater. The basic model
of the cluster analysis is shown in Figure 2.

Suppose there is an object in the plane of a two-dimensional
grid, the probability of a moving unloaded ant picking up an
object is:

PP =
(

k+

k+ + f

)2

(19)

The probability of a moving ant already carrying an object
on its back putting down the object is:
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Process all data 

Output clustering results 

End

Figure 1 Cluster Analysis Model’s Algorithm Flowchart

Pd =
(

f

k− + f

)2

(20)

In the formula above, f is the number of problems around
the ant, k− and k+ are two constants.

In Formula (19), when k+ � f, Pp → 1 represents that
the ant is more likely to pick up the object, when k+ � f ,
Pp → 0 represents that the ant has a small probability of
picking up the object, the objects are relatively different from
those around them, and it will not be picked up by ants.

In Formula (20), if k− � f, Pd → 0 represent that this
object is different to the objects around, the ant is less likely
to put down the object. If k− � f, Pd → 1 represent that
the ant is more likely to put down the object, the object is the
same as the objects around it, and the ant will put down the
object and the clustering is more effective.

The short-term memory that an ant has is defined as f , in
time unit T , the number of objects that the ant meets is N, f
can be defined as:

f = N

T
(21)

In the non-significant feature data set of mixed properties,
the distance of the non-salient feature data objects, the
similarity calculation of non-salient feature data objects, the

formula for calculating the probability of ants picking up
objects and dropping objects and the clustering center and
the clustering mean and other computational formulas is
expressed by the formulas below:
1. Data objects distance computing formula

Assuming that Oi and O j represent two data objects in data
set.

(1) Each data object contains m character properties, the
distant Ds(0i , O j ) is expressed as:

Ds(0i , O j ) = �m
k=1

nhik + nh jk

nhik · nh jk

δ(xik , x jk) (22)

In Formula (22), δ(xik , x jk) =
{

0, xik = x jk

1, xik �= x jk
xik and

x jk are character properties k(1 ≤ k ≤ m) corresponding
to Oi , O j , nhιk and nhk , are the numbers of attribute hk with
value hik and h jk in the data set.

Each data object contains P attributes, which has m
character properties and n data numeric attributes, the data
distance D(0i , O j ) is:

D(0i , O j ) = μDs(0i , O j )+ Dn(0i , O j ) (23)
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Figure 2 Ant Cluster Model

In Formula (23), μ is the adjustable character attribute
weights, D(0i , O j ) is Euclidean distance of n data values.
2. Calculation of the similarity of the group

The similarity of the group is mainly the degree of similarity
between a data object and other data objects in data set, the
formula is defined as:

f (Oi ) =
{∑

0 j∈neigh(r)

[
1 − D(Oi ,Oi )

α

]
, f (Oi ) � 0

0
(24)

In Formula (24), neigh (r) is a circular area with the radius
r, α is the adjustable similarity coefcient which determines
the number of clusters and the rate of convergence.
3. Formula to calculate the probability of ants picking up
objects and dropping objects

The calculation of the probability of ants picking up objects
and dropping objects is related to data group similarity, by
converting the similarity of data groups into the probability
calculation function of an ant to move a non-salient feature
data object.

The probability of ants picking up objects and dropping
objects is expressed by Formula (25):⎧⎨

⎩
Pp = 1

2 − 1
π

arctan
[

f (Oi )
k

]
Pd = 1

2 + 1
π

arctan
[

f (Oi )
k

] (25)

In Formula (25), k is the adjust length, the bigger the value
of k is, the slower the colony algorithm converges, the smaller
the value of k is, the faster the colony algorithm converges.

According to the above formula, the less similar the non-
salient feature data objects of the load to the neighborhood
data objects is, which means the data does not belong to the
field and the probability of moving is greater, the probability of
dropping is smaller. The more similar the non-salient feature
data objects of the load to the neighborhood data objects is,
means the data belongs to the field and the probability of
dropping is bigger.
4. Clustering center formula

The clustering center is the measure of the average of non-
significant eigendata objects in the cluster. Assuming that
there are m character properties and n numeric attributes in a
data object Oi , define the cluster center as:

Oc j =
{

xi j
1
n (�Oi∈Tk

xi j )
(26)

In Formula (26), Oc/ is the attribute j of clustering center,
xi j is the j th attribute of data object Oi .

5. Formula to calculate the mean of data clustering
Data clustering means the average between the data object

in the cluster and the center distance. The specific definition
is:

Dmean(Tk) = 1

nk
�Oi∈Tk

D
(
Oi , Oc/ (Tk)

)
(27)

In Formula (27), nk is the number of element in Tk .
6. Data clustering standard deviation

The standard deviation of data clustering describes the
degree of deviation from the data and the mean of the cluster,
which can be defined as:
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Table 1 The Time (s) Comparison of Different Data Feature Extraction Method.

Different data mining methods Feature extraction time (s)

Method in this paper 15
Method in article [13] 18
Method in article [14] 20
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Figure 3 Comparison of Data Collection Speed (s) by Different Methods

Dev(Tk) = 1

nk
�Oi∈Tk

D
(
Oi , Oc j (Tk)

)− Dmean(Tk)
2 (28)

The non-significant feature data is clustered in this way and
this process is called data mining.

3. THE EXPERIMENTAL RESULTS AND
ANALYSIS

In order to prove the validity of the non-salient feature data
mining method based on ant colony clustering, a simulation
experiment is required. In the context of Matlab, the
experiment simulation platform of non-significant feature data
mining was set up. The data is taken from the KDD cup2016
dataset, which includes 1.5 million samples of web data. In
this experiment, the non-significant feature data of the data
concentration was excavated by using Ant Colony Clustering
algorithm, by this the validity and feasibility of this method
are observed. Table 1 shows the time (s) comparison of the
data feature extraction method in this paper and the method
in the article [13] and article [14].

By analyzing Table 1, the data extraction time of the method
mentioned in this paper is significantly faster than that in
article [13] and [14]. When extracting data characteristics, this
paper uses the average mutual information feature extraction
methods, which can effectively extract data that does not
contain noise and with the value of data mining, greatly
reducing the time of data feature extraction, which proves
the validity of the method in this paper. Figure 3 shows the
comparison of data collection speed (s) by different methods.

By analysis of Figure 3, the collection of data via the method
in this paper is significantly faster than that in article [13]
and [14], the data collection speed of the method mentioned
in this paper is low at first, however, as the number of data
increases, the speed of data acquisition is gradually increasing.
While the speed of data acquisition by the method in article
[13] is fast when there is a low volume of data as the data
grows, the speed of data collection increases significantly, and
the volatility is great. For the method mentioned in article
[14], when the data reached 3 million, the speed of the data
gathering is increased, and in the remaining conditions the
data was collected evenly, that shows the method in article [13]
and [14] is not feasible, and the method in this paper is highly
feasible. Figure 4 shows the comparison of the clustering
accuracy (% ) by the method described in the article [14] and
[15] and the method mentioned in this article. The formula
for clustering accuracy is:

Clusteringaccuracy = Clustering data

T otal clustering data
× 100%

(29)
As shown in Figure 4, the method in article [15] has the

lowest clustering accuracy, although it stays uniform, the
accuracy was never more than 40 percent. The accuracy
of method [14] is uniform before 3 million data, however
as the volume of data increases, the clustering accuracy is
slightly improved, but due to the high volatility, the feasibility
is low. The clustering accuracy of the method in this paper
stays above 70%, and the fluctuation is uniform. The overall
data clustering accuracy is higher compared with the method
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Figure 4 Comparison of the Clustering Accuracy (% ) by Different Methods
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Figure 5 Comparison of Data Mining Accuracy (% ) of Different Methods

in article [14] and [15]. Figure 5 shows the comparison of
data mining accuracy (% ) of the method in article [13] and
[15] and in this article.

Figure 5 shows that the accuracy of the non-salient feature
data mining of the method in this paper is more uniform and
significantly higher than those in article [13] and [15] which
is also uniform but the accuracy of data mining is lower and
the feasibility of data mining is lower. From which it can be
seen that the feasibility of the method in this paper is high,
which provides the basis for the study of the non-significant
feature data mining method.

The experiments show that the method in this paper
can mine the non-significant feature data in a large data
environment with high accuracy and effectively reduce the
time of data operations.

4. CONCLUSIONS

The current methods for non-salient feature data mining in
a large data environment are not stable and efficient, their
processes are complex and the efficiency of data mining is
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poor. In this paper, a method of mining non-salient feature
data based on ant colony clustering is proposed. This method
is proved by experiments that it has the ability to mine non-
significant feature data in large data environments accurately
and it is feasible. This method provides a good foundation for
the development of data mining and has broad practical value.
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