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In order to improve the retrieval ability of multi-layer distributed database association rules, a multi-layer distributed database association rule intelligent
indexing method based on fuzzy correlation cluster analysis is proposed. The feature reconstruction of multi-layer distributed database association
rules is carried out by the phase-space reconstruction method, the discrete fusion of multi-layer distributed database association rules is carried out
by the rough set feature matching method, the association rule feature quantity mining and the statistical regression analysis are carried out in the
multi-layer distributed database, the multi-layer distributed database association rules are extracted by the multi-grid partitioning method, and the key
information index model of multi-layer distributed database association rules is established. The simulation results show that the multi-layer distributed

database association rule intelligent index has a high fusion degree and high accuracy.
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1. INTRODUCTION

In the network database, there are a large number of multi-
tier distributed databases. The cloud data information of the
network is stored in multi-tier distributed databases. Users
use remote scheduling and access methods to locate and query
remote databases. In order to improve the access and retrieval
ability to the multi-tier distributed databases, the multi-tier
distributed databases need to be source integrated. The
integration model of association rules for multi-tier distributed
databases is built [1]. Combined with feature extraction and
big data mining of association rules for multi-tier distributed
databases, the statistical analysis model of association rules
for multi-tier distributed databases is built. The optimization
mining and combination control of association rules for multi-
tier distributed databases are carried out by using association
rule scheduling and semantic ontology model design methods.
The retrieval and adaptive mining capabilities of association
rules for multi-tier distributed databases are improved. The
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research on intelligent index methods of association rules
for related multi-tier distributed databases has attracted great
attention [2].

The intelligent index of multi-layer distributed database
association rules is based on the feature extraction of
heterogeneous data. By mining the effective feature values
of multi-layer distributed database association rules and
adopting the distributed topology structure design method, the
optimal topology design of multi-layer distributed database
association rules is carried out to realize the source integration
of multi-layer distributed database association rules. In
the traditional method, the intelligent index method for
association rules of multi-layer distributed database mainly
includes the association rule mining method, statistical feature
analysis method, autocorrelation feature detection method,
and the statistical analysis model of association rules of
multi-layer distributed database is constructed to mine source
data [3]. A multi-layer distributed database association rule
intelligent index method based on phase space reconstruction
is proposed in Document [4]. The depth learning method
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is used for adaptive optimization in the intelligent indexing
process of multi-layer distributed database association rules,
and the phase space reconstruction technology is used to
realize the source combination of multi-layer distributed
database association rules. However, this method has a
large computational cost and poor real-time performance
for data integration. Document [5] proposes an intelligent
index method for association rules of multi-layer distributed
databases based on a graph model structure design. Feature
extraction technology is used to extract the average mutual
information feature quantity of association rules of multi-layer
distributed databases, and virtual data integration is carried
out by combining it with the association rule mining method.
However, this method has poor anti-interference and adaptive
control ability in data integration [6].

To solve the above problems, this paper proposes an
intelligent index method for association rules of multi-
layer distributed database based on fuzzy correlation fusion
clustering analysis. The main content of the article is:

(1) Firstly, the phase space reconstruction method is used
to reconstruct the characteristics of association rules of
multi-layer distributed databases.

(2) The rough set feature matching method is combined to
carry out discrete fusion of association rules of multi-
layer distributed databases.

(3) The key information index model of association rules of
multi-layer distributed databases is established.

(4) The cluster clustering and fuzzy C-means fusion method
are used to realize an intelligent index of association rules
of multi-layer distributed databases.

The simulation experiment is used to test the performance,
which shows the superior performance of the method in
realizing intelligent index optimization of association rules
in a multi-layer distributed database.

2. RELATED CONCEPTS AND
ALGORITHMS

2.1 Multi-Tier Distributed Database
Project Set

Mining association rules are used to produce all strong
rules that meet the minimum support threshold (minsup) and
minimum confidence (minconf) in a given set of transactions.
The mining of association rules is a two-step process:

(1) Find all frequent itemsets satisfying minsup;
(2) Produce strong association rules from frequent itemsets.

Step (2) is relatively simple, and the overall performance
of mining association rules is determined by Step (1).

There are n sites S1, S2, . .., Sy (n > 2). The corresponding
member databases are DBj, DB», ..., DB, respectively.
X Xcount and X Xcoung; represent the number of transactions
with X in D B and D B;, respectively. X gp is the global support
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of X, and Xgyp is the local support of X at site S;. If
Xsup, > minsup, then X is the local frequent item set of site
Si. If Xsup, > minsup, X is a global frequent item.

2.2  Related Algorithm

2.2.1 PPDMA Algorithm

The main idea behind the PPMDA algorithm is that
constrained subtrees and other information transmitted
between sites are encrypted with RSA algorithms, and some
“interference” itemsets are added to them to hide the reality
of the internationally supported constrained subtrees. The
information from each site is then passed on to other sites and
the information is decrypted.

Let E; be the Encryption Key used to encrypt information
on site i; D; means decrypting the ciphertext with the
decryption key D; on site i; T represents data that can be
used as interference itemsets; |S7,, (m)| represents the set of
encryptions on site i for S, (m), (m € F). The algorithm is
divided into the following steps:

(1) The prime number P; and Q; are selected to obtain E;
and D;; each site gets |St,, (m)|. All sites are capable of
interacting with the set | St,; (m)| with a standard random
number generator. The steps are the same for each cycle
in order.

(2) Site 0 gets a complete set of encrypted itemsets from the
even-numbered sites and Site 1 gets the complete set of
encrypted itemsets from the odd-numbered sites. This
separate collection is intended to enhance the security of
the algorithm, so that Site O gets less privacy information
from other sites.

(3) Site 1 transfers the collected constraint subtree set to Site
0, and then Site 0 merges the two sets.

(4) The merged bound subtree set is decrypted on each site in
turn; the interference item is then removed to obtain the
merged decryption set. Output the results on the basis of
mining. The encryption process is shown in Fig. 1.

2.2.2 FDMA Algorithm

For the convenience of narration, the corresponding FP tree
of DB is recorded as F tree, and the corresponding FP tree
for DB; is recorded as F; tree (1 <i < n). The collection of
all global frequent items is recorded as F. The set of global
frequent itemsets obtained from D B mining is L. The task of
mining the FDMA algorithm can be divided into two parts:

a. Setting up F; tree and the corresponding constrained
subtree S7;(j);

b. Mining the constrained subtree St ;) of each F; tree to
get the set.

By transforming the mining of the project set of distributed
database into the mining based on each constraint subtree, the
global frequent project set of F tree St (4) is mined while the
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Figure 1 Encrypted information transfer process between sites.

Table 1 Database data types under different sites.

Database Quantity Type
DB, 10 f,a,c,d,g,b,0,h
20 a,co,h
DB> 30 b,f,c,d,h
40 b,c.k,s,a
DB3 50 af,gh
60 k,s
, Global ﬂ
Number Project frequency Head pomter
1 f 5
2 c 2
3 | o 4 VD
4 h 4
5 k 2 \
6 p 3

Figure 2 FP-tree 1.

mining of the item set of F tree S7(,) can be obtained from
the local frequent item set of F tree S7 ().

As the FDMA algorithm uses the transfer of constrained
subtrees (which can be represented by three very small arrays)
to mine the item set, the transmission of a large number
of candidate sets or frequent pattern trees is avoided, thus
significantly reducing the network communication cost and
improving the mining efficiency of the project set.

The transaction databases on the three sites S1, S» and S3
are DBy, DB, and D Bs, respectively, as shown in Table 1.
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For supmin = 0.5, the F; tree and F3 tree established
by the algorithm FDMA are shown in Fig. 2, and Fig. 3
respectively. To facilitate the maintenance of the item set, the
global frequency of all items is retained in the header table
on each local frequent pattern tree. The FDMA algorithm is
illustrated by finding F tree|ST (6). ST 3(6) in the F3 tree is
shown in Fig. 4.

Transmitted according to the communication strategy of
the FDMA algorithm - Go to site S and dig on Sy, project set
{f,c,o,h,k,p} and subset of items.
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Figure 4 Bundles of FP-tree.

Based on the above algorithms, this paper will carry
out the intelligent index of multi-layer distributed database
association rules.

3.  BASIC DEFINITIONS

3.1 Distributed Architecture of
Association Rules for Multi-layer
Distributed Database

In order to realize the optimal design of the multi-tier dis-
tributed database association rule intelligent index algorithm,
the multi-tier distributed database association rule intelligent
index is carried out by combining it with the distributed
structure reorganization method of the multi-tier distributed
database association rule storage nodes. The main flow of this
paper is shown in Fig. 5.
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The multi-tier distributed database heterogeneous storage
structure model is established [7-8], and the information
fusion model of the multi-tier distributed database association
rule source based on the multi-tier distributed database is
established according to the data architecture. The Distributed
Architecture of Association Rules is shown in Fig. 6.

Under the fuzzy grid region clustering environment,
the edge feature distribution set of multi-layer distributed
database association rules under the source combination mode
is obtained, and a binary directed graph is used to represent the
graph model structure of the multi-layer distributed database
association rules, wherein the graph model structure is the
vertex set of distribution nodes of the multi-layer distributed
database. It is a directed edge combination of association
rules for multi-tier distributed databases [9—11]. Assuming
that the multi-tier distributed database is a Sink storage node
located in different places, the correlation statistical features
of the association rules of the multi-tier distributed database
are extracted by the multiple regression analysis method,
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Figure 5 Multi-tier distributed database association rules intelligent indexing flow.

Figure 6 Distributed architecture of association rules.

and the distributed topology structure model of the multi-tier
distributed database is obtained as shown in Fig. 7.
According to the distributed topology structure model of
the multi-layer distributed database shown in Fig. 7, the
measurement information of association rule detection of the
multi-layer distributed database is calculated [12-14]. In
the multi-layer distributed database association rule storage
network structure model, the weighted coefficient of the
directed graph vector of the source combination modelis W =
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{u, wi, wa, ..., wi}. In the information coverage area M of
the association rule of the multi-layer distributed database,
assuming m transmission link layers, the discrete distribution
form of statistical data is x; = x(n1), ..., x(nN)T, the fuzzy
node set of the association rule of the multi-layer distributed
database is T = {11, t2, ..., t}, and the estimated value of
the difference:

X=Wly (1)
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Figure 7 Distributed topology model of the multi-layer distributed database.

Based on the priority division method, the transmission load
model for building association rules of multi-layer distributed
databases is as follows:

Ne=1p—-1
r@)=Y_ Y > biayp(t—iTy— jTf —c;T. — 1)
i j=0 [=0
+ w(t)
Nf*l
= Z Z bipn (t —iTs — jTy — ¢;Te — 10) + (1)
i j=0
(2)
Where
L-1
pr() =Y ap (t —10) 3)
=0

In addition, w(¢) is the data dimension of virtual nodes
of multi-tier distributed database, and pj(¢) is the distance
between Source and Sink nodes of multi-tier distributed
database association rules. According to the above analysis, a
distributed architecture model of association rules for multi-
tier distributed databases is constructed to index association
rules for multi-tier distributed databases [15-17].

3.2  Reorganization of Storage Structure

The phase space reconstruction method is adopted to recon-
struct the characteristics of the association rules of the multi-
layer distributed database, the rough set feature matching
method is combined to carry out discrete fusion processing
of the association rules of the multi-layer distributed database,
the statistical feature quantity of the distribution feature set of
the association rules of the multi-layer distributed database in
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the dense scene is calculated [ 18—19], and the time slot feature
distribution value of the association rules of the multi-layer
distributed database is obtained as follows:

> DTrusty—p x (DTrustp—c X Bq)

beadj(a,c)
ITrust, . = 4

> DTtrusty—p
beadj(a,c)

“)
According to the feature extraction result, the surface infor-
mation of the association rules of the multi-layer distributed
database is reconstructed, and in the high-dimensional phase
space structure model, the spectrum z of the association rules
source of the multi-layer distributed database is obtained to

obey Gaussian distribution with parameters 8, wherein:

Ba = (MPDist — d + 1)/MPDist, d € [2, MPDist] (5)

and where adjj (a, ¢) represents the number of reconstruction
vectors a — ¢, and the ontology structure of the multi-layer
distributed database association rules sources is reorganized.
In the surface distribution structure model of multi-layer
distributed database association rules, sparse point expression
method is used to analyze the similarity characteristics
of multi-layer distributed database association rules, and
the mapping relation of multi-layer distributed database
association rules is obtained as A — B, B — C. The
regression analysis model is derived as follows:

MSDg—p

[T - =
S (e — ) + (doi — db)’
i=1

[a,n] x l%}fl [\/(da,i - cza)z + \/(db,i - 071;)2}

B ©)
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Using feature extraction technology to extract the average
mutual information feature quantity of multi-layer distributed
database association rules, and outputting the mutual informa-
tion of attribute distribution of multi-layer distributed database
association rules as follows:

1(Q.9) =

H(Q) — H(QIS) @)

wherein

HQls)=—=[ poloina) [ peGo) |
J
> /o] ®

Combined with feature extraction technology, the average
mutual information feature quantity of association rules of
multi-layer distributed database is extracted, and the fuzzy
correlation feature matching method is adopted to carry out
the principal component analysis of association rules of multi-
layer distributed database, thus realizing the reorganization of
the data storage structure [20].

10g2 [ Psq Sis CIJ

4. INTELLIGENT INDEX
OPTIMIZATION OF ASSOCIATION
RULES IN MULTI-LAYER
DISTRIBUTED DATABASE

4.1  Sparsity Feature Extraction of
Association Rules in Multi-Layer
Distributed Databases

On the basis of the above feature reconstruction of multi-
layer distributed database association rules by phase space
reconstruction method, the optimization design of multi-layer
distributed database association rules intelligent index method
is carried out. This paper proposes a multi-layer distributed
database association rules intelligent index method based on
fuzzy correlation fusion clustering analysis. According to
the attribute mining results of multi-layer distributed database
association rules, the source combination is carried out, and
the decision criteria for data source integration are satisfied:
Norm (1):

2
R(m+l)n - R%m _ |xr)(n)+mr _xn+mr| > Riul )
- — RRto
RY\iiom Rin+1)n
Norm (2):
R
(m+1)n (10)

2

| | &
¥l = 5 2 | > A
= =

According to the decision criteria of the intelligent
index of multi-layer distributed database association rules,
the principal component analysis of multi-layer distributed
database association rules is carried out. In the characteristic
distribution attribute set of data, {u,...,uy} is set to
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represent the class space distribution set of multi-layer
distributed database association rules including several virtual
node sets, v, ..., vy is set to represent semantic ontology
node sets, R = [R, y]yxp 1S set to represent the attribute
rule set of multi-layer distributed database association rules,
information sampling is carried out in combination with
the characteristic coding method of multi-layer distributed
database association rules, and diversity scheduling of multi-
layer distributed database association rules is carried out by
adopting a grouping detection method. The following formula
is deduced:

1
pi= -1, i=1,....,.N+1
N 2m
> :
N+1
= > LkPk—ZEk
k=j+1 (11)

Clntra;(n) is used to represent the optimal interval
between access nodes of multi-tier distributed database
associationrules, CInter;(n) is used to represent the total time
slot of competing nodes 7, and the distributed reorganization
structure of multi-tier distributed database association rules is
obtained as follows:

X(n)={x(n),x(n+1), -, x(n+ m—1)7)}
n=1,2---,N (12)

where 7 represents the embedding delay of association rules
of multi-layer distributed database in high-dimensional phase
space. According to the above analysis, combined with rough
set feature matching method, the discrete fusion of association
rules in multi-tier distributed database is carried out, and
association rule mining and statistical regression analysis are
carried out on association rule feature quantities in multi-tier
distributed database [21].

4.2  Intelligent Index of Association Rules in
Multi-layer Distributed Database

Setting a data set x formed by the characteristics of the
association rules of the multi-layer distributed database, and
establishing a state transition model. The expression of the
characteristic evaluation concept set of the association rules
of the multi-layer distributed database is as follows:

K
> ap (y | ks Z) (13)

k=1 k

p(yla,0)=

Mining attribute association rule feature of multi-layer
distributed database association rule:

max ZZZZxabdp (14)

Xa,b,d
P ieAbeB deD peP

SU Y DY xapapRY < KPU(S).be B (15)

acAdeD peP

By using the cloud sparse scattered point structure
reorganization method, the scattered point set of the I-th
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Figure 8 Simulation interface.

multilayer distributed database association rule is P;
(pi1, Pi2s - - -» pip), Wherein:

J € Nitk), Ni(k) = {[[x; (k) —xi (k)| < ra)}  (16)

Multi-dimensional spatial feature extraction and adaptive
fusion processing of multi-layer distributed database associ-
ation rules are carried out by adopting a multi-dimensional
grid partition structure rearrangement method, association
rule items of multi-layer distributed database association rules
are adjusted, and a fuzzy information fusion model of multi-
layer distributed database association rules is constructed:

Hye
@ (Hae) = 1 = 55itoost

(17)
max (Hye) = log, k

Under strong interference, the boundary value convergence
condition of intelligent index of association rules of multi-
layer distributed database satisfies the following boundary
function:

oF
Wji(k—i- 1) = wji(k) -«

18

S0 (18)
IF

2k + 1) = 2 (k) — o5 — (19)
2kj

The multi-dimensional spatial feature extraction and adap-
tive fusion of multi-layer distributed database association
rules are carried out by adopting a multi-dimensional grid
partition structure rearrangement method, the key information
index model of multi-layer distributed database association
rules is established, and the multi-layer distributed database
association rule structure reorganization is carried out by
adopting a non-linear statistical sequence analysis method,
so that the multi-layer distributed database association rule
intelligent index model is obtained as follows:
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X = [s1,82, - 5k]
X1 X2 XK
o X1+t X241 XK+t (20)
X1+(m—-1)t  X24+(m—-Drt XM+m—rt

where K = N —(m— 1)t represents the embedding dimension
of multi-layer distributed database association rule intelligent
index, 7 is the time delay, m is the number of virtual nodes
and virtual link layers, and K N — (m — 1)t is the
spatial distribution feature quantity. To summarise, cluster
clustering and the fuzzy C-means fusion method are adopted to
realize the intelligent index of multi-layer distributed database
association rule.

S.  SIMULATION EXPERIMENT AND

RESULT ANALYSIS

In order to verify the application performance of the method
in realizing the source integration of multi-layer distributed
database association rules, a simulation experiment is carried
out, and the algorithm design of data source integration is
carried out by combining Matlab and C++ programming
software. The simulation platform interface is shown in Fig. 8.

The sample database of multi-layer distributed database
association rules is from the cloud combination database
Pearson Database, wherein the linear correlation coefficient
of heterogeneous data in Pearson Database is set to 0.68.
Regression analysis coefficient of association data is 1.35,
correlation coefficient of grouping detection of association
rules of multi-layer distributed database is set to 0.14,
dimension of phase space recombination of association rules
of multi-layer distributed database is set to m = 4, embedding
delay is set to 12, sampling sample length of association rules
of multi-layer distributed database is set to 1024, training
set is set to 200, intelligent index simulation analysis of
association rules of multi-layer distributed database is carried
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Figure 9 Sample distribution of association rules of multi-layer distributed database.

out according to the above simulation parameter settings, and
the sample distribution time domain diagram of association
rules of multi-layer distributed database is given as shown in
Fig. 9.

Taking the above data as the research sample, and
combining the rough set feature matching method, the discrete
fusion processing of the association rules of the multi-layer
distributed database is carried out, the feature reconstruction
of the association rules of the multi-layer distributed database
is realized, the source combination of the data is realized,
and the intelligent index output of the association rules of
the multi-layer distributed database is obtained as shown in
Fig. 10.

Analysis of Fig. 10 shows that the method of this paper can
effectively realize the source integration of association rules
for multi-tier distributed databases with good regularity and
strong data regularity integration ability. The performance
of different methods for multi-tier distributed database
association rules integration is tested, and the precision test
results are shown in Fig. 11.

According to the analysis of Fig. 11, the data source
integration using this method has a higher accuracy for multi-
tier distributed databases, and the time cost of data source
integration using different methods is tested. The comparison
results are shown in Tables 2—4.

The analysis shows that the intelligent index of association
rules for multi-tier distributed databases using this method has
a higher integration degree and reduces the time cost.

6. CONCLUSIONS

The statistical analysis model of association rules in multi-
tier distributed database is constructed. The optimal mining
and combination control of association rules in multi-tier
distributed database are carried out by using the methods
of association rule scheduling and semantic ontology model
design. The retrieval and adaptive mining capabilities
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of association rules in multi-tier distributed database are
improved. The intelligent indexing method of association
rules in multi-tier distributed database based on fuzzy
correlation fusion clustering analysis is proposed in this
paper. Combined with the rough set feature matching
method, discrete fusion of association rules in a multi-tier
distributed database is carried out, association rule mining and
statistical regression analysis are carried out on association
rule feature quantities in a multi-tier distributed database,
multi-dimensional spatial feature extraction and adaptive
fusion of association rules in a multi-tier distributed database
are carried out, key information index model of association
rules in a multi-tier distributed database is established, and
intelligent index of association rules in a multi-tier distributed
database is realized. Research shows that the integration of
association rules in multi-tier distributed database is better,
and the accuracy of a multi-tier distributed database is
improved.
The improvement of the proposed algorithm is:

(1) The identity array of frequent itemsets is declared
separately at each local site, i.e. each item in the
candidate set has a corresponding bit in the array, and
the corresponding position is set to 1 when the support
technology is larger than minsup when the database is
scanned, otherwise the initial value is 0. The array type
is set to bit type to reduce traffic and storage;

(2) Whenever a set of items is frequent at a local site, the
corresponding bits of the array are 1, effectively avoiding

neglecting the counting of a particular site;

(3) After each round of frequent itemsets mining, the central
site will broadcast to each local site, thereby avoiding the

missing elements of the candidate itemsets;

(4) Eachlocal site always sends an array to the global site for
identification before sending the frequent itemsets and
their support numbers to the central site, thus effectively
reducing the traffic between sites.
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Figure 11 Comparison of database alignment performance.

Table 2 The proposed method is time-consuming (Unit: S).

Length of time

Group 1 0.567
Group 2 0.432
Group 3 0.367

Table 3 Length of FCM method (Unit: S).
Length of time

Group 1 3.325
Group 2 4.323
Group 3 3.467

Table 4 Length of PCA method (Unit: S).
Length of time

Group 1 1.435
Group 2 2.321
Group 3 5.345

ot 10000
2000
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