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AdaBoost which is one of the most outstanding Boosting algorithms belonging to machine learning too, has a steady theoretical basis
and has made great progress to the problem solving. AdaBoost can boost a weak learning algorithm with an accuracy slightly better
than random guessing into an arbitrarily accurate strong learning algorithm, bringing about a new method and a new design idea to
the design of universal learning approaches.This paper first introduces how AdaBoost, just a conjecture when proposed, was proved
right, and how this proof led to the origin of AdaBoost algorithm, reviewing the development history of ensemble learning,and focuses
on the three strategies of diversity generation, model training and model combination in ensemble learning, and then describes the
relevant application scenarios of ensemble learning at the current stage. Finally, the future research direction of ensemble learning
approaches is analyzed and discovered.
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1. INTRODUCTION

Boosting which was also called enhancing learning or pro-
motion method was an important ensemble learning technol-
ogy.Boosting could boost a weak learning algorithm with an
accuracy slightly better than random guessing into an arbitrar-
ily accurate strong learning algorithm, bringing about a new
way and a novel idea to the design of learning algorithm. As
a Meta-algorithm framework, Boosting nearly could apply to
all popular machine learning algorithm to enhance the pre-
dicting accuracy of Meta-algorithm further. It was used in all
wakes of life and had a great influence. However, Adaboost
was the most successful representative among all algorithm,
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and was evaluated one of ten data mining1. During the past
ten years of Adaboost, many famous scholars who were in-
terested in the field of machine spent much time in the theory
research of algorithm, which all put a solid foundation for the
successful application of Adaboost algorithm. The success
of Adaboost was due to the factors as follows: first, it was an
effective learning algorithm; second, it promoted the develop-
ment of Boosting, successfully the change from the original
guessing into the economic algorithm.; third, the algorithm
adopted some skills, such as breaking the original sample dis-
tribution, which brought out an important enlightenment to
other statistics learning algorithm; finally, the relevant theory
research drove the development of ensemble learning.

In recent decades,due to the efficient solving practical prob-
lem of ensemble learning which attracted much attention in
the field of machine learning. At first, ensemble learn aimed
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to improve the accuracy of automatic decision. Nowadays,
the method could solve all kinds of machine learning prob-
lems. The paper took AdaBoost as an example, introducing
the theory origin of Boosting and dating back existing en-
semble learning approaches, hoping to provide construction
theory and ensemble learning approaches of ensemble learn-
ing system and for learners. In fact, decision making through
ensemble learning ideas has existed since the beginning of civ-
ilization. For example, in a democratic society, citizens chose
officials or made laws through the voting. For individuals, we
could consult many doctors before major medical operations.
These examples show that people need to weigh and com-
bine various opinions to make the final decision. Actually,
The original purpose of researchers using ensemble learning
is similar to the reason why people use these mechanisms in
their daily lives2Three basic reasons for the success of the en-
semble approaches are explained mathematically: statistics,
computation and representativeness. In addition, the effec-
tiveness of ensemble learning can also be analyzed by means
of bias variance decomposition.3

In 1979, the idea of ensemble learning was put forward for
the first time by Dasarathy and Sheela.4 In 1990, Anensemble
model based on neural network was presented by Hansen and
Salamon5 The ensemble model has lower variance and better
generalization ability. In the same year, the weak classifier
can be combined into a strong classifier was proved through
the method of Boosting by Schapire,6 which made ensemble
learning become an important research field of machine learn-
ing. Since then,ensemble learning research had developed
rapidly, and many new ideas and models have emerged. In
2001, Random forest algorithm was put forward by Breiman
which has been hailed as one of the best algorithm.7 With the
development of The Times, more and more ensemble learning
algorithms have been proposed, and great breakthroughs have
been made in many fields.

2. MAIN STRATEGY OF THE ENSEMBLE
LEARNING

The main differences between ensemble learning algorithms
lie in the following three aspects: The training data provided
to individual learners are different; The process of producing
the individual learner is different and combinations of learning
outcomes are different. The paper will introduce the diversity
generation method of ensemble learning, base learner training
method and base learner combination strategy.

2.1 Diversity

Enhancing diversity is one of the keys to improve the gener-
alization ability of ensemble learning. Many literatures have
made a detailed theoretical analysis of the existing diversity
measurement methods. The importance of diversity in ensem-
ble learning is also discussed. In ensemble learning, diversity
is mainly enhanced from three aspects: data, parameters and
model structure.

Data sample diversity. There are three main ways to gener-
ate data diversity:8 input sample perturbation, input attribute
perturbation and output perturbation.

Input sample perturbation: generate multiple data subsets
of different types according to the original data, and then
use different data subsets to train the individual learner.The
commonly methods which are used as follows: resampling
method, data subset with fixed sample size can be obtained
by sampling with put back, sequence sampling method, and
sampling according to the previous round of learning results.

Input attribute perturbation: Several attribute subsets are
extracted from the initial attribute set,and then the base learner
is trained based on each attribute subset. This method can not
only generate individuals with large differences, but also save
computing time greatly because of the reduction of the num-
ber of attributes. The random subspace algorithm and Ran-
dom forest algorithm belong to the algorithm. In this method,
the original feature set is divided into several disjoint feature
subsets to train individual learners respectively, and the final
model is obtained by integrating multiple learners. Some stud-
ies show that feature set decomposition has good performance
in learning tasks with high dimensional features.9

Output perturbation: The output representation can be ma-
nipulated to enhance diversity and the class standard of train-
ing samples can be changed. Flip method and output modu-
lation method were used as to the output perturbation. The
former randomly change the marking of some training sam-
ples; and the later fter the classification output is converted
into regression output, the individual learner is constructed.

Algorithm parameter diversity. Algorithm parameter di-
versity refers to the use of different parameter sets to produce
different individual learners. Even if each individual learner
USES the same training set, the output of the individual learner
will change with the change of the parameters due to the differ-
ent parameters used. In order to improve the learning effect,
the evaluation function of each learner is extended as a penalty
item to enhance the diversity. Among them, the most common
punishment method is negative correlation learning.10 In en-
semble learning, negative learning ideas use different learning
devices to represent the different subspace of the problem, and
when you’re training the learning machine, you use the cor-
relation penalty in the error function to increase the diversity
of the learning machine.

Structural diversity. Structural diversity is mainly caused
by the internal structure or external structure of the individual
learner. In an ensemble learning system, if individual learn-
ers are generated by the same algorithm training, it is called
homogeneous integration. On the contrary, if an ensemble
system contains different types of individual learners, it is
called heterogeneous integration.11

Basic learner training method. With the continuous de-
velopment of the field of ensemble learning, researchers are
constantly proposing new ensemble learning algorithms. But
these algorithms are mostly adapted by some classical algo-
rithms such as Bagging, Boosting, and Stacking These classi-
cal algorithms have good results and are widely used in various
fields.

Bagging. Bagging algorithm is one of the earliest ensem-
ble learning algorithms. It is simple in structure but superior
in performance. The algorithm generates new training sub-
sets by randomly changing the distribution of training sets,
and then USES different training subsets to train individual
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learners, and finally ensembles them into a whole. In this al-
gorithm, due to the use of self-sampling method to generate a
new training subset, some instances will be sampled multiple
times, while others will be ignored. Therefore, for a specific
subspace, the individual learner will have a high classification
accuracy, while for those parts that are ignored, the individual
learner is difficult to correctly classify. However, the final pre-
diction results are generated by multiple individual learners
voting, so the better the effect of individual learners and the
greater the difference between them, the better the effect of
the integration algorithm will be. The Bagging algorithm is
very effective for unstable learning algorithms due to the fact
that the unstable learning algorithm is sensitive to the training
set, so that the training set generates a small change, which
leads to a large change in its prediction result.

Bagging algorithm is suitable for solving problems with
small training sets, but its effect will be reduced for problems
with large training sets. Therefore, Breiman has designed
Pasting Small Votes algorithm based on Bagging, which can
effectively deal with machine learning problems with large
amount of data.

Figure 1 is the whole process of Bagging algorithm, which
can train individual learners in parallel, so the algorithm has
a high operation efficiency.

2.2 The Boosting

Boosting algorithm is a weak learning into the strong learning
iteration method, it is by increasing the number of iterations,
create a near-perfect performance strong learning. Among
them, the weak learner refers to the learner whose classifica-
tion effect is only slightly better than the random guess effect,
that is, the classification accuracy is slightly higher than 50%.
In practice, it is easier to acquire a weak learner than a strong
one. Due to This, for Boosting series research significance
of the algorithm. In addition to has a good practical per-
formance, Boosting algorithm also has a strong theoretical
foundation and the characteristics of the algorithm.

For supervised learning, each classifier generated by the
algorithm after the first classifier learns from samples that were
not correctly classified in the previous one. Therefore, this
algorithm can effectively reduce the deviation of the model,
but with the progress of training, the accuracy of the overall
model in the training set keeps improving, leading to a larger
variance. However, random sampling of features can reduce
the correlation between classification models and thus reduce
the variance of the whole model. When the primary classifier
cannot be trusted to classify a given object.

This, for Boosting series research significance of the al-
gorithm. In addition to has a good practical performance,
Boosting algorithm also has a strong theoretical foundation
and the characteristics of the algorithm. Because of the low
confidence in the result, the data is transmitted to the auxiliary
classifier and classifiers are added sequentially. A brief intro-
duction to the process of Boosting algorithm was as follows:
just like Fig. 2 shows, Boosting algorithm repeatedly run a
weak learning to deal with different distribution of training
data, then according to the order will produce each time the
weak learning is combined into a composite good learning.
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Figure 1 Procedure of Bagging algorithm.

2.3 The Stacking

Stacking is also called Stacked Generalization. 12Training a
model used to combine all the individual learners, that is, first
train multiple different individual learners, and then use the
output of these individual learners as input to train a model,
so as to get a final output. Next, let me to briefly introduce
the Stacking algorithm process. Just as like Fig. 3,

Multiple training subsets are obtained through the resam-
pling method on the entire training data set, and then a series
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Figure 2 Procedure of Boosting algorithm.

of classification models are trained using these newly gener-
ated training sets, which are called Tier1, and then the output
of Tier1 is combined to train the meta classifier of Tier2. In
addition to the resampling method, cross-validation is often
used in training Tier1 classifier, that is, first, the training set
is divided into N equal parts, then each individual learner in
Tier1 conducts training according to the first n-1 training set,
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and finally tests on the NTH training set.
The advantages and disadvantages of the three algorithms

are analyzed. Bagging, Boosting, and Stacking ensemble
learning algorithm, distinctive machine learning problems re-
spectively from different angles, here I analyze and compare
three kinds of algorithms to their advantages and disadvan-
tages summarized as follows:

Bagging by resampling method from the original training
focus back on the sampling to get multiple training subsets,
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due to various training subsets are independent of each other,
reduces the variance of the base classifier, improved the gener-
alization error, and resampling method can effectively reduce
the original training concentrated random fluctuations caused
by the error,makes the unstable learning instruments have bet-
ter learning effect. Because the algorithm in the base learning
equal weight, so choice will directly affect the integration of
learning results, instability of learning can not only provide
a good learning effect, and can generate diversity, depend-
ing on the training set so Bagging combined with instability
of learning algorithms usually can produce a powerful learn-
ing model, and has a good ability to resist noise, and various
learning can generate parallel, improve operation efficiency.

Boosting uses the training set of the same in each round
training, but the training focus on each sample meeting ad-
justments according to the previous study results, the new
learning in view of the existing study wrong samples to study.
This method can significantly improve the learning effect of
weak learners, but it is easy to be affected by noise to pro-
duce overfitting phenomenon, and each base learner can only
be generated sequentially, and the training efficiency is rela-
tively poor.

Stacking, The primary learner is used to generate a new
training set to train the secondary learner, but if the primary
learner’s training set is directly used to generate the secondary
training set, there is a great risk of over-fitting. Therefore,
cross-validation method is usually used to generate the sec-
ondary training set. In this algorithm, the data type of sec-
ondary training set and the selection of secondary learner are
two key factors. The use of multiple powerful and different
primary learners and the use of class-label probability instead
of predictive class-label as the attribute of secondary learners
will yield better results, and the selection of simple models by
secondary learners will reduce the risk of over-fitting.

3. COMBINATION STRATEGY OF
BASER LEARNER

3.1 Experience data group

The final step in building an ensemble learning system is to
select a combination strategy for individual learners. The
ensemble learning system can decide whether to use an indi-
vidual learner based on its performance.13

Voting, simple voting methods are generally divided into
the following two types : majority voting and plurality voting.
The former was as follws,When the number of votes for a
category exceeds more than half of the number of individual
learners, the category mark will be output as the prediction
result. If there is no class mark with more than half of the
votes, the prediction will be rejected.. The later was as follows,
The class standard with the largest number of votes obtained
is the output of the predicted result, and it is not necessary
to consider whether the number of votes obtained exceeds
half of the number of individual learners. If multiple class
standards all get the highest number of votes, one of them will
be randomly selected for output.

In the learning task, if the ensemble learning system must

be required to provide prediction results, the absolute majority
voting becomes the relative majority voting method, so these
two methods are generally referred to as the majority voting
method. Because there is a difference between the training
method of the learner and the algorithm adopted, the learning
ability of the individual learner in the ensemble learning sys-
tem is also different. If the learning ability of the individual
learner can be taken into account in the voting process, the
performance of the whole system can be further improved..

3.2 Weighted voting

Firstly, the error of the individual learner is estimated, and
then the weight size is inversely proportional to the error size.
Finally, the weighted voting results of T individual learners
can be expressed by formula as follows:

H (x) =
T∑

i=1

wi hi (x) (1)

Here Wi means the weight of the i individual learner, Wi

and all beyond 0.

3.3 Average method

Average method which contains simple averaging and
weighted averaging is a common method to combine con-
tinuous numerical output. Simple averaging could be showed
by the formula as follows:

H (x) = 1

T

T∑
i=1

hi (x) (2)

Here i stands for the individual learners.
The weighted average method combines the simple average

method and the weighted voting method. What is different
from the weighted voting method is that the weights in the
weighted average method are not used for class standards, but
directly applied to the actual continuous output values. The
weight of the weighted average method can be obtained as
part of the training during the generation of the ensemble sys-
tem, such as the weight generation in the AdaBoost algorithm,
or can be obtained through separate training. The weighted
average method can be expressed as follows:

H (x) =
T∑

i=1

wi li (x) (3)

4. CONCLUSION

The ensemble learning algorithm imitates the behavior of peo-
ple who seek multiple opinions to assist them in making im-
portant decisions. In the late 1970s, researchers in subjects
like pattern recognition, statistics, and machine learning be-
gan studying ensemble learning methods. With the continuous
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growth of research enthusiasm and the deepening of ensem-
ble learning research, a variety of ensemble learning methods
have been proposed and widely applied in various fields.

Ensemble learning is a machine learning paradigm used to
enhance performance results14]. Ensemble learning provides
solutions to various machine learning problems by combin-
ing multiple learners, and its model can solve many problems
that cannot be solved by a single model. Since most ensem-
ble learning algorithms have no restrictions on the types of
basic learners and are applicable to many mature machine
learning frameworks, ensemble learning is also called “algo-
rithmic algorithm without algorithm”. Ensembles are known
as a mixture of experts to reduce over fitting and errors from
all combined base learners and have proved their performance
in many real-world applications [15].

There are still many shortcomings and limitations of exist-
ing ensemble learning algorithms. For example, if Bagging
algorithm is to achieve a good integration effect, the base
learner needs to have both efficient learning ability and high
data sensitivity. Boosting algorithm in training data with noise
easily produced fitting problem. The main drawbacks of ex-
treme learning machine are that it has the random initializa-
tion and its prediction precision is very sensitive to the noise
and the number of hidden layer nodes, which will lead to a
poor robustness.16 Therefore, ensemble learning needs to be
further studied in many aspects, and follow-up research can
be carried out from the following aspects: Firstly,ensemble
learning structure optimization. The internal structure and
external structure of the ensemble learning system are studied
to further improve the performance of the ensemble learn-
ing system. Second, Integration learning model selection.
Select models in an ensemble learning system to remove re-
dundancy and models that have negatively impact towards the
results. Finally, the fusion of ensemble learning models. To
the unsupervised algorithm, its output results are relatively
complex, the model fusion strategy which was suitable for the
supervised algorithm could not be used towards unsupervised
algorithm.
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