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With the increase in the offshore industry in the Beibu Gulf, data clustering has become an important task of intelligent ocean monitoring. However,
the traditional K-means algorithm is not suitable for large-scale marine data. Aiming at the characteristics of marine big data, a parallel K-means
algorithm based on MapReduce big data clustering is proposed. First, according to the characteristics of the MapReduce framework, a partition,
communication, combination and mapping model is established. A parallel K-means algorithm based on MapReduce big data clustering is then
designed, and the execution process of the algorithm is analyzed. Finally, through data and experimental analysis, it is demonstrated that the MR
K-means parallel algorithm reduces the time and space complexity and the data point missing rate compared with the traditional algorithm.
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1. INTRODUCTION

Data clustering is an important part of information processing,
and regular data can be clustered by general clustering
algorithms. However, big data has large data volumes,
complex data types, heterogeneousness, and highly dynamic
and spatiotemporal characteristics. The use of traditional
clustering algorithms can lead to excessive complexity,
especially in monitoring data. The Beibu Gulf is rich in
marine resources, leading to many industries in the region
flourishing, including tourism, marine production, logistics,
transportation, leisure sports, food culture, folk customs
and crafts. Ocean data analysis is complicated with the
volume of big data in ocean monitoring. The traditional data
mining technology method using a single node has become
a bottleneck in big data processing, which has lead to an
imperfect information chain and resource isolation. In order
to enable big data to serve other industries, effective clustering
is the key to the problem. None of the many existing clustering
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algorithms can be widely applied to reveal the data structure
of a variety of data sets. In general, we can choose different
clustering algorithms according to data types, the purpose of
clustering and its application. Clustering algorithms generally
include five categories: partition clustering, hierarchical
clustering, density-based clustering,grid-based clustering and
model-based clustering (Yu, 2017). The general K-means
partition clustering algorithm has the characteristics of being
simple and efficient, but it needs large amount of memory
and cannot solve the problem of a large amount of data. The
K-means algorithm is one of the most common clustering
algorithms (Jin, 2014). When the number of clusters and
iterations are obviously smaller than the number of data
points, K-means is effective, but it cannot guarantee the
scalability and effectiveness of clustering for the processing
of large data sets which leads to the drastic increase of time
complexity. Moreover, when the clusters are non-spherical or
have different sizes or densities the K-means algorithm finds
it difficult to detect the corresponding clusters. Hierarchical
clustering mainly uses hierarchically organized data, such as
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document data with topic and subtopic structures. It cannot
solve the big data clustering problem with complex types,
strong dynamics and time series characteristics. Therefore,
it is possible to transform the single node computing method
into parallel computing to solve the problem of a large data
volume and high complexity (Dayong et al., 2019; Meisam
et al., 2019; Ou et al., 2019).

Parallel processing is a way to improve the utilization
of computing resources, with the purpose of improving the
execution performance of programs. In many technological
fields, parallel processing is applied to solve practical
problems. The initial stage of parallel processing requires
programmers to have strong parallel programming skills
in hardware and architecture, and there are still higher
requirements in the aspect of complex and complicated
parallel control logic. In the age of big data, a cluster
environment based on system framework has been developed.
The constraints of parallel processing are changing; the
technology core becomes the establishment and application
of technology models. Therefore, it is feasible to apply
distributed parallel processing technology in the field of big
data computing.

In this study, on the basis of the K-means algorithm, the idea
of parallel computing is introduced, and the multi node data
processing is completed using the framework of MapReduce,
and the solution of a MapReduce K-means algorithm is
proposed. The aim is to reduce the calculation amount of
big data, speed up calculations and improve the efficiency of
arithmetic operations. Combining the theoretical analysis and
experimental evaluation is of extreme significance.

2. DESIGN OF A PARALLEL
ALGORITHM IN BIG DATA
BACKGROUND

Using multiple processors to solve the same problem is the
basic idea of parallel computing, that is, to decompose large
problems into multiple small tasks, and several independent
processors perform corresponding small tasks at the same
time. Parallel computing can be accomplished by a computer
system with multi processor functions, and a cluster of inde-
pendent computers can be implemented in parallel computing
through a certain connection. The master/slave node mode
is the most common form of clustering, in which tasks are
generally allocated by the master node to the slave node, and
then returned to users after result summarization. Therefore,
the essence of a parallel algorithm and its implementation
steps are to solve the problem process with multiple nodes.

In general, problems that can be solved by parallel
computing generally have the following characteristics:

(1) The work can be separated into discrete parts to facilitate
solving them simultaneously.

(2) Multiple instructions can be executed at any time and in
time.

(3) The time consumed in solving problems under multiple
computing resources should be less than the time
consumed using a single computing resource (Li, 2006).

2.1 Strategy and Technology of Parallel
Algorithm Design

Parallelization of serial algorithms is one of the most com-
monly used design strategies. Partitioning, communication,
agglomeration, and mapping (PCAM) design methodology
includes four phases of design parallelism. This method
maximizes the concurrency of algorithms and satisfies the
scalability of the algorithms. It can improve the efficiency
of the whole algorithm by optimizing the local stage.

2.1.1 Partitioning

Domain decomposition, also known as data partition, is
performed by partitioning the big data to be processed
into small and uniform data blocks. The commonly used
domain decomposition methods include the divide and
conquer method, the domain decomposition method based
on numerical solution of partial differential equations, the
red/black coloring method in solving equations. (Fang, 2011).

2.1.2 Communication

Communication is mostly used for information exchange and
monitoring in parallel computing, where the usual form is
the data dependency attached to tasks. The commonly used
communication modes include global-global communication,
structured/unstructured communication, static/dynamic com-
munication, synchronous/asynchronous communication, etc.
(Guo 2008).

2.1.3 Agglomeration

Combining small tasks into large tasks to reduce the
number of tasks is aimed at reducing communication and
computing consumption in order to improve efficiency. The
usual agglomeration methods are surface-volume effect and
repeated calculation.

2.1.4 Mapping

Each task is allocated to a node to improve the algorithm
performance and reduce the total execution time of the
algorithm; this mainly involves load balancing and task
scheduling. Commonly used load balancing methods include
recursive pair partitioning, local algorithm, probabilistic algo-
rithm, and cyclic mapping. Commonly used task scheduling
strategies mainly include the manager/employee model and
the non-centralized model. In a large-scale problem, the
manager/employee model can prevent the manager from
becoming a bottleneck.

3. ANALYSIS OF K-MEANS PARALLEL
ALGORITHM BASED ON
MAPREDUCE

MapReduce is a distributed computing engine of the Hadoop
platform. By constructing a Mapper and Reducer, program-
mers can ignore the parallel computing and scheduling of the

412 Engineering Intelligent Systems



Y. LI ET AL.

k i

<key,value>

Figure 1 Correspondence of Communication Variables.

underlying program and concentrate on the specific execution
tasks. The difficulty of writing parallel programs is reduced,
and the writing efficiency of parallel programs is improved.
Any programming language or script can be used to write
MapReduce programs to achieve parallel computing strategy.

3.1 K-means parallel algorithm model based
on MapReduce

(1) Let the data points set D be (Cui, 2012):

D = {x1, x2, . . . , xn} (1)

From (1), the vector of the first i clustering data point is
xi = {xi1, xi2, . . . , xir } where i ≤ n and r is the number
of attributes.

(2) Cluster center and distance model

c j represents the j -th cluster, and the mean vector of the
data points in c j represents the cluster center of c j :

m j = 1

|c j |
∑
xiεc j

xi (2)

Where |c j | represents the number of data points in c j .
The distance between data point xi and cluster center m j
is:

dist
(
xi , m j

) = xi − m j

=
√(

xi1 − m j1
)2+ (

xi2 − m j2
)2+ . . . + (

xir − m jr
)2

(3)

(3) Convergence condition

Convergence condition is minimizing the sum of square
error:

SSE =
K∑

j=1

∑
xεc j

dist(x, m j )
2 (4)

Where k is the cluster number needed.

(4) Cluster center

Assume that the number of data points assigned to cluster
c j is n j , the number of data points after clustering
completes becomes:

n j = n j + 1 (5)

According to (2), the next cluster center is obtained.

m j+1 = 1∣∣c j
∣∣ ∑

xi∈c j

xi + 1∣∣c j
∣∣ + 1

s j (6)

(5) Division model

Before data is processed in parallel, the data set is first
divided. Since big data has regularity and temporality,
data can be grouped according to the first r attributes
(such as time) (Luo, 2012). If the attribute has T values,
the set of packets P is expressed by (7):

Dp = {xi |xir = x[p], p ∈ [0, T ]} (7)

Where x[p] is a value of the r -th attribute.

In order to determine the corresponding relationship
between nodes and data packets, array data [k] can be
used to save the data set sequence number to be processed
by cluster node k. The division model is:

data[k] =
{

i | xi ∈ Dp, i = 1, 2, . . . , n, k = 1, 2, . . . , N,

p ∈
[

T

N
(k − 1),

T

N
× k

]}
(8)

Where T is the number of groups, N is the number of
nodes, and n is the number of data points.

(6) Communication model

The communication model realizes the functions of
transmission, calculation and storage of each node from
partitioned data blocks (Wang, 2010). The MapReduce
system abstracts the communication function to the Map
function. Generally, local operations are performed
on data storage nodes, with the format of the function
as <key, value>, where key is the node number, and
value is used for storing data to be processed. Instead
of storing data, the addresses of data are recorded
in the form of arrays in partitions. Combining with
(8), key is the communication interface variable, and
the communication model is expressed as (9). The
correspondence of communication variables is shown in
Figure 1.

Input(k, valuelist) = {〈key, value〉 | k

→ key, data[k] → value} (9)

(7) Combination model

After the Map stage, the resulting data is used as the input
of Reduce. When repeated key values occur in the same
node, the values are combined to reduce the size of the
storage file. As the operation of MapReduce is affected
by network bandwidth, the combine function can be used
to reduce the data transmission between Map and Reduce
as much as possible (Zhu, 2017). The main effect of this
function is to reduce the number of intermediate result
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Figure 2 Task Scheduling Strategy.

<key, value> pairs, so that the system consumption can
be reduced. The combination model is expressed as (10):

Comb(k) = {〈key, value〉 | Input(k, valueli st)

→ value, key = k} (10)

(8) Mapping model

After processing the data in the Reduce stage, the data
results are stored in HDFS, and each result becomes
a Reduce task (Li and Dong, 2012). The tasks are
dynamically undetermined, which results in different
sizes of the Reduce tasks. However, the block size
of the HDFS distributed file system is fixed and finite.
Therefore, two important problems need to be solved
for Reduce output: load balancing and task scheduling.
Assuming the HDFS block size is 64 MB, and the block
name is F: output (k, value list) can be defined as a Reduce
output function, where the value list is the output data
list. According to the boundary policy, the scope of K is
calculated and load balancing is achieved. The data set
stored in F file block can then be expressed by (11):

F[k] =
{

valueli st(x) | x ≤ count(valueli st),

x∑
i=1

du(i) ≤ 64M B

}
(11)

Where count (valuelist) is the function of obtaining the
data number, du (i) is the function of obtaining the
data size, and x is the critical value of the boundary
strategy. According to (11), the overall task scheduling
strategy can be obtained. The data within the boundary
is distributed to Reduce tasks, while the data outside the
boundary is transmitted to idle file Job tasks. The task
scheduling process is shown in Figure 2.

3.2 Steps of Parallel K-Means Algorithm
Based on MapReduce

(1) Key points of improving MapReduce K-means algorithm

According to the characteristics of the MapReduce
framework and K-means algorithm, the following

problems need to be examined in order to realize the
parallel algorithm. All data is distributed to different
nodes, and each node only calculates its own data. Each
node can read the cluster center generated by the previous
iteration and determine which cluster of data points its
own data should belong to. Each node calculates the
relevant results, in each iteration, according to its own
data points. Finally, the actual clustering results are
calculated based on the relevant data calculated by each
node.

(2) MapReduce K-means algorithm steps

According to the key points of algorithm improve-
ment, data preprocessing and data normalization are
performed. The algorithm steps of MapReduce K-means
are shown in Figure 3.

1) Use (8) to divide all data points and send them to
each node of a cluster.

2) Each node obtains all the central point information
of the previous iteration result. If the first iteration
is performed, the central points are randomly
selected.

3) At the Map stage, each node obtains the data points
divided by step 1, and calculates the similarity with
each central point.

4) Each node outputs the clustering results of data
points, including cluster ID and data points belong-
ing to the cluster. The format is <cluster ID, data
points >, and the Map stage ends.

5) In the Reduce phase, the whole <cluster ID, data
points> of each node is sent to the Reducer to
generate clustering results. The content includes
the cluster ID, the mean value and the number of
data points belonging to the cluster, and the format
is <cluster ID, [number, (mean)]>.

3.3 Process Analysis of Parallel K-Means
Algorithm Based on MapReduce

If there are four 2D co-ordinate data points, shown as the data
set {A (1, 1), B (2, 3), C (3, 4), D (5, 5)} in Table 1, the preset
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Data Points

cluster

1

Node1 Node2 NodeN

23

<C0,A>
<C1,B>

4

5

<C1,C>
<C0,D>

<C0,P>
<C1,M>

Reducer1: <C0,[id,(Avg,num)]>

Reducer2: <C1,[id,( Avg,num)]>

6HDFS

1 1

2 2

4 4

5 5

1 Partitioning data by partition model
2 Obtain central point
3 Use communication model to obtain data points
4 Distributedly compute similarity
5 Map outputs, and combinatorial transmission
6 Reduce outputs, with mappings stored in HDFS.

Figure 3 MapReduce K-Means Algorithm Steps.

Table 1 Data Set to be Clustered.
Object Attribute 1 (X) Attribute 2 (Y)
A 1 1
B 2 3
C 3 4
D 5 5

Table 2 Initial Partition.
Cluster ID Cluster center Allocated point number
cluster0 A (1, 1) 0
cluster1 C (3, 4) 0

Table 3 Initial Distance Calculation on Map Stage.

Data points
Distance to each cluster center

Allocated cluster
cluster 0 cluster 1

A (1, 1) 0 cluster0
C (3, 4) 0 cluster1
B (2, 3)

√
5. cluster1

D (5, 5) 4
√

2. cluster1

Table 4 Map Output Result.

node0 output node1 output
<cluster 0, A (1, 1)> <cluster 1, B (2, 3)>
<cluster 1, C (3, 4)> <cluster 1, D (5, 5)>

number of iterations is k = 2, and cluster number is n = 2,
with an execution process as follows.

Assuming there are two nodes, namely node0 and node1.
According to the partition model and the communication
model, node0: A (1, 1), C (3, 4), and node1: B (2, 3), D
(5, 5). A (1, 1) and C (3, 4) are randomly selected as the
centers of cluster0 and cluster1, respectively. The clustering
situation before the start of the iteration is shown in Table 2.

At the Map stage, the distance from each data point to each
cluster center is calculated. From the calculation, it is clear
that the distances of point A and C to their clusters are 0,

therefore they should be assigned to corresponding clusters.
The distances between points B and D to A and C are analyzed
separately. It is found that both B and D are closer to point
C. Then, B and D should be temporarily classified into the
cluster where C is located and marked as Cluster 1.

At this point, the data output on each node can be marked
according to Table 4, and can then enter the combination stage.
Table 4 is the combination input.

After the calculation of the combined model, the combined
output format is <cluster ID, [point number, (mean)]>, and
the result is shown in Table 5.
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Table 5 Combination Output Result.

node0 output node1 output
<cluster0, [1, (1, 1)]>

<cluster1, [2, (3.5, 4)]>
< cluster1, [1, (3, 4)]>

Table 6 Reducer Result Data.
Reducer 0 Reducer 1

<cluster0, [1, (1, 1)]>
<cluster1, [1, (3, 4)]>

<cluster1, [2, (3.5, 4)]>

Table 7 Comparison of Execution Time of 2 Algorithms.

No. of data No. of clusters Data block size K-means MR K-Means
10 2 4.47 8 11.79

2 100 8 129.61 6 720 4 303
2 900 10 170.29 11 600 7 420
3 300 11 190.53 14 520 9 284
3 700 12 210.71 17 760 11 352
4 500 14 251.00 25 200 16 101
4 900 15 271.11 29 400 18 781

Next in the Reduce stage, since the output of the Map stage
has the same cluster ID in different nodes, all the data of each
cluster will be sent to the same Reducer, with the format being
<cluster ID, [point number, (mean)]>. The results of the two
Reducers are shown in Table 6.

By calculation, two clusters, namely cluster0 and cluster1
are obtained. When the terminating condition is satisfied, the
number of clusters can be output. In this parallel algorithm,
the setting of termination conditions can be consistent with
the original K-means, and the specific parameters include the
iteration number, the initial center, the variation of square sum
of the error, etc.

3.4 Algorithm Complexity Analysis

(1) Algorithm complexity analysis

Assume the sample data set number is n, and k clusters are
expected to be generated. Combining partition model, if
the total number of data blocks is T, the data block size
is n/T, the node number is N, the iteration number is t,
and the time consumption of similarity calculation is d,
then the time complexity of the K-means algorithm is O
(nktd) (Li, 2016). After parallelizing and optimizing the
original algorithm, the huge amount of computation can
be distributed to all nodes at the same time. The time
consumption of the Map phase is O (kn/N), and in the
Reduce phase, each cluster’s data item is k (n/T)/N, and
the time complexity is O (kntd/TN). Therefore, the time
complexity of the parallel K-means algorithm based on
MapReduce is O (kn/N+ kntd/TN). It is clear that the
time complexity is largely influenced by the number of
nodes and the size of data blocks. In order to improve
load balancing and task scheduling efficiency in Reduce
stage, it is necessary to make the data block size equal to
the center number of clusters (Tang et al., 2017), i.e.,
kn/(n/T) = n/T. Therefore, the ideal size of the data

blocks is
√

kn and the complexity of input and output
can be reduced.

(2) Experimental analysis of algorithm

In the single machine and MapReduce framework,
different data was used to conduct experiments. A
Hadoop cluster, including 1 master node and 6 slave
nodes, with A8-7500B, 3.2 GHz AMD CPU, 4GB
RAM, 2TB hard disk drive, and Ubuntu 14.04 operating
system (Zhou et al., 2016). The development tool
and platform is Eclipse 8.5 and Hadoop 2.5.2. The
data set is Baibu Gulf marine monitoring data, mainly
including meteorological, thermohaline and wave data.
The meteorological data includes air pressure, air
temperature, humidity, wind direction and wind speed.
The running time of the two algorithms is compared and
shown in Table 7.

From Table 7, it is clear that in the case of a very small
amount of data, if the number of nodes is relatively small, the
efficiency of the K-means algorithm is obvious. As shown in
Figure 4, with the sharp increase of data volume, the advantage
of a parallel algorithm based on MapReduce K-means is
becoming more and more obvious. If other factors change,
the result of the time complexity also varies. As shown in
Figure 5, when the number of nodes reaches more than 3,
the execution time of the MapReduce K-means algorithm has
obvious advantages.

4. CONCLUSION

According to the characteristics of big data clustering, the fea-
sibility of a parallel algorithm based on MapReduce K-means
is analyzed, and the technical strategy of a parallel algorithm is
studied. On the basis of the traditional K-meansalgorithm, the
model of partition, communication, combination and mapping
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Figure 4 Relationship Between Data Amount and Operation Time.

Figure 5 Influence of Different Node Number on Time Complexity.

is established, and the steps of a parallel K-means algorithm
based on MapReduce are designed. The operation process and
experimental results show that, compared with the K-means
algorithm, the K-means parallel algorithm based on the
MapReduce framework has more advantages in dealing with
the ocean data clustering problem in time complexity. Setting
an appropriate cluster number, data block size, iteration
number and number of nodes can reduce the computation
and data load space of the traditional K-means algorithm,
improve the clustering efficiency, and reduce the time, space
complexity and data point loss rate.
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