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In order to improve the mining and intelligent analysis capability of the transmission information of clustered wireless sensor networks, a security
detection method for transmission information of clustered wireless sensor networks based on Markov chain is proposed. This involves constructing
a distributed sensing sequence sampling model of clustered wireless sensor network transmission information, reconstructing association rule feature
quantities of clustered wireless sensor network transmission information obtained by sensing detection, establishing a Markov chain information mining
model of clustered wireless sensor network transmission information, adopting a wireless sensor network information fusion tracking identification
method, carrying out adaptive fusion and feature clustering of clustered wireless sensor network transmission information. Combined with the phase
space reconstruction method, the discrete fusion processing of the transmission information of the clustered wireless sensor network is carried out,
and the correlation spectrum feature extraction is carried out on the transmission information of the clustered wireless sensor network in the routing
relay node, so that the safety detection of the transmission information of the clustered wireless sensor network is realized. The simulation results
show that this method has higher accuracy, better security and a higher level of fusion for the transmission information detection of clustered wireless
sensor networks as well as good security detection and feature analysis capabilities for clustered wireless sensor networks.
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1. INTRODUCTION

With the development of large data network sensing technol-
ogy, sensor networks are adopted to collect and mine large
data information, and distributed sensor detection methods are
combined to carry out large data mining and safety detection,
so as to improve the collection and characteristic analysis
capability of physical information, build a clustered wireless
sensor network transmission information safety detection
model, and improve the effective data mining and safety
detection capability (Zhou et al., 2018; Zhang et al., 2019;
Zhang et al., 2012). In the process of data monitoring using
wireless sensor networks, visual reconstruction and security
detection and identification of transmission information of
clustered wireless sensor networks should be carried out
(Mao et al., 2016; Lin et al., 2016), and a security detection
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model of transmission information of clustered wireless
sensor networks should be established. Combined with
large data mining and information reconstruction methods,
fusion detection and feature analysis of the transmission
information of clustered wireless sensor networks should be
carried out, so as to improve the detection and identification
capability of transmission information of clustered wireless
sensor networks (Zhou et al., 2014; Qi et al., 2014; Mohan
et al., 2013). According to recent research, relevant security
detection methods of transmission information of clustered
wireless sensor networks have received great attention. A
detection method of transmission information of clustered
wireless sensor networks based on Markov chain is proposed.
Firstly, a distributed sensing sequence sampling model of
the transmission information of clustered wireless sensor
networks is constructed (Sheeza et al., 2019; Gita and
Pri, 2019; Moin et al., 2020). Adaptive fusion and
feature clustering of transmission information of clustered
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Figure 1 Wireless sensor network structure.

wireless sensor networks are then carried out (Kimmett
et al., 2015; Zhao et al., 2018). Combined with the
phase space reconstruction method,discrete fusion processing
of transmission information of clustered wireless sensor
networks is carried out to realize the detection of transmission
information of clustered wireless sensor networks. Finally,
simulation experiment analysis is carried out to obtain an
effective conclusion.

2. BASIC DEFINITIONS

2.1 Concepts and Features

A Wireless Sensor Network (WSN) is a wireless network
composed of a large number of sensor nodes in an ad-hoc
multi-hop self-organizing form, which collects, processes
and transmits the information of the perceived object in
the monitoring area by collaboration, and finally sends the
information to the user for analysis and decision-making (Li
et al., 2018; Fan et al., 2018). Figure 1 is a schematic diagram
of a typical wireless sensor network structure.

In this network, a large number of sensor nodes are ran-
domly deployed in the monitoring area. These sensor nodes
perceive and collect data on the surrounding environment of
the monitoring area through one or more micro sensors they
carry, transmit the collected data to the convergent (Sink) node
in a multi-hop relay mode, and finally the convergent node
transmits the collected data to the remote data management
center by means of the Internet, satellite link or mobile
communication network for processing and analysis.

The wireless sensor network is a data-centric network
whose main purpose is to sense and collect the information
of the perceived object in the monitoring area and process
the information to transmit to the user terminal with as little
energy consumption as possible. Therefore, processing the
perceptual data and transmitting it in the most efficient manner
is the core problem in the research of wireless sensor networks.
However, the energy, communication, computing and storage
resources of sensor nodes are very limited, thereforer the
manner in which to save energy more effectively is the
primary design goal considered by sensor networks. Unlike

traditional ad-hoc networks, the main features of wireless
sensor networks are:

(1) Large number of nodes, high deployment density: The
number of nodes deployed in a wireless sensor network
can reach tens of thousands, so there is a huge volume
of data to be transmitted. The node density deployed
in the network is high, and this can lead to a high
level of redundancy in the data collected, especially in
the examples of forest fire or environmental monitoring
applications, so it is necessary to process the data to
reduce duplication before transmission.

(2) Limited resources: The energy of the sensor node
is generally provided by the battery and cannot be
charged or replaced during use, therefore saving the
battery energy in order to prolong the network life cycle
is the primary design goal considered by the sensor
network. In addition, the communication distance of
the sensor node is short, with the general transmission
range only being from tens to hundreds of meters, the
node only being able to communicate with its neighbor
nodes, and communication with other nodes that can
only be forwarded through intermediate nodes, the
design of efficient routing protocols to save node energy
consumption is an important research content in wireless
sensor networks. As the sensor node is limited by
volume, power consumption and other factors, its com-
puting power and storage capacity are also very limited.
Therefore, the designed algorithm or protocol must be
simple and the computational complexity must be low.

(3) Network topology dynamic: Due to the influence of
surrounding environmental factors, the sensor network
nodes are prone to fault or failure, which leads to the
change of network topology, which requires the designed
protocol or algorithm to be robust and adaptable to the
change of topology in real time. Nodes may also be
mobile and can move to other locations in the network
at any time to work, which requires the network to have
dynamic topology organization function.

(4) Data-centric: Unlike traditional wireless networks,
wireless sensor networks are data-centric networks,
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interested in indicators of observational data in the
monitoring area of the network rather than in individual
actual data. Therefore, in the transmission process,
the data can be processed by aggregation, fusion or
compression techniques.

2.2 Distributed Sensing Sequence Sampling
Model

In order to realize the security detection of the transmission
information of the clustered wireless sensor network, it is
necessary to first construct a distributed sensing sequence
sampling model of the transmission information of the clus-
tered wireless sensor network, carry out information fusion
and adaptive feature sampling on the transmission information
of the clustered wireless sensor network obtained by sensing
detection, and establish a Markov chain information mining
model of the transmission information of the clustered
wireless sensor network (Gu et al., 2012). The expression of
the feature evaluation concept set of the optimized sampling of
the transmission information of the clustered wireless sensor
network is as follows:

p(y|α, θ) =
K∑

k=1

αk pk

(
y|μk,

∑
k

)
(1)

Combining this with the fuzzy association rule scheduling
method, and mining the attribute association rule feature
quantity of the information transmitted by the clustered
wireless sensor network:

max
xa,b,d,p

∑
a∈A

∑
b∈B

∑
d∈D

∑
p∈P

xa,b,d,pVp (2)

s.t.
∑
a∈A

∑
d∈D

∑
p∈P

xa,b,d,p Rbw
p ≤ K bw

b (S), b ∈ B (3)

Assuming the sensor node mi ∈ M, the characteristic fusion
of the information transmitted by the clustered wireless sensor
network is carried out, and a spatial distributed sampling
model of the sensor node of the large data network is
constructed (Guo et al., 2018; Lyu et al., 2016), wherein
the sampling time sequence is x(t), t = 0, 1, · · · , n − 1,
the two-dimensional sensing detection characteristic distri-
bution model of the information transmitted by the given
clustered wireless sensor network is x1, x2, · · · xn ∈ Cm

(m-dimensional complex space), and the distributed point set
of the sensor node mi and other nodes within the sensing range
v is Pi = (pi1, pi2, · · · pi D), wherein:

j ∈ Ni (k), Ni (k) = {‖x j (k) − xi (k)‖ < rd (k)} (4)

By adopting a multi-element information fusion method,
the optimal scheduling of the transmission information of the
clustered wireless sensor network is carried out, a charac-
teristic extraction model of the transmission information of
the clustered wireless sensor network is constructed, fuzzy
information identification is carried out according to the state
characteristics of a sensing detection sequence, and the time

window function of the transmission information detection of
the clustered wireless sensor network is set, then:

R2 = {Xd+1, Xd+2, · · · Xd+m}T (5)

When RT
2 R2 = {Xd+1, Xd+2, · · · Xd+m}{Xd+1, Xd+2, · · ·

Xd+m}T , the window function V = [V1, V2, · · · , Vm] ∈
Rm×m of the state space reorganization of the transmission
information of the clustered wireless sensor network takes
the minimum value. When V ∈ Rm×m , V V T = IM , has
a minimum value, at this time, the autocorrelation fusion
method is adopted to obtain the data state characteristic
quantity of the sensor node satisfying the sensing coverage
condition. Assuming that the number of sensors in the B
range is n, the fuzzy membership function of the transmission
information of the clustered wireless sensor network is
obtained as follows:

y(t) = 1

π
P

∫
x(τ )

t − τ
dτ = x(t) ∗ 1

π t
(6)

In the above formula, P is the correlation dimension
of neighbor nodes connected to sink nodes, x(t) is the
characteristic distribution length of transmission information
of the original clustered wireless sensor network, τ is the
time delay of data acquisition, and in the sensing range of
the sensor, a regional information fusion method is adopted to
obtain that the spectrum z of transmission information of the
clustered wireless sensor network obeys Gaussian distribution
with parameter βd , wherein:

βd = (M P Dist − d + 1)/M P Dist, d ∈ [2, M P Dist] (7)

In which ad j (a, c) represents the feature vector of the
reconstructed clustered wireless sensor network transmission
information flow, and based on the above analysis, a
distributed sensing sequence sampling model of the clus-
tered wireless sensor network transmission information is
constructed to carry out distributed sensing sequence sampling
(Xiao et al., 2017).

2.3 Reconstruction of Feature Quantity of
Association Rules

The sending State (T), receiving state (R), idle state (I), sleep
state and nodes with the same work cycle length and wake-
up time are set respectively. When a node wakes up, it can
receive data, send data, or enter an idle state. When the node
is dormant, it will not process, send or receive data and will
remain dormant until the next work cycle starts again. After
the node is re-awakened, it will start a new round of work
cycles. The work cycle of the node is shown in Figure 2.
It should be noted that when the workload is too large, the
node may not be able to enter dormancy in a single cycle.
At the beginning of a new cycle, it will continue to perform
operations such as data receiving or sending.

When the node is in idle state, the packet of the child node
can be received, the node then decides according to the set
scheduling probability whether to send the packet or to remain
in the idle state. When the node is scheduled to enter the
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Figure 2 Node work cycle.

Figure 3 Transfer process of node working state.

sending state, it will return to the idle state after sending the
packet. When the node is running, the node’s state sequence
will be a DTMC.

In Figure 3, S, T , R and F represent the states of hiberna-
tion, sending, receiving and sending failure, respectively. I0
and Ix represent the free state of packet time and packet time
in the FIFO queue, respectively.

The distributed sensing sequence sampling model of the
clustered wireless sensor network transmission informa-
tion is constructed above, association rule feature quantity
reconstruction is carried out on the clustered wireless
sensor network transmission information obtained by sensing
detection, association rule feature quantity reconstruction
is carried out on the clustered wireless sensor network
transmission information obtained by sensing detection,
clustering wireless sensor network transmission information
detection and feature reconstruction are carried out (Moosavi
et al., 2017), and the phase space fusion model of the
clustered wireless sensor network transmission information
in the sensing range of the sensor is as follows:

X = [s1, s2, · · · sK ]

=

⎡
⎢⎢⎣

x1 x2 · · · xK

x1+τ x2+τ · · · xK+τ

· · · · · · · · · · · ·
x1+(m−1)τ x2+(m−1)τ · · · xM+(m−1)τ

⎤
⎥⎥⎦ (8)

Wherein, K = N − (m − 1)τ , it is the embedded
dimension of transmission information source integration of
the clustered wireless sensor network represented by τ is the
probability of sensor coverage, m is the dimension of feature
sampling, si = (xi , xi+τ , · · · , xi+(m−1)τ )

T is the spatial
distribution feature quantity of transmission information of the
clustered wireless sensor network, and the associated feature
detection analysis of transmission information of the clustered
wireless sensor network is carried out by adopting the
wireless sensor network information fusion tracking analysis
method, and the quantitative learning function of transmission
information of the clustered wireless sensor network is as
follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min
∑

1≤i≤K

∑
e⊆k(e)

f (e(i))
C(e,i)

0 ≤ f (e, i) ≤ C(e, i)

F = const∑
1≤i≤K e⊆k(e)

f (e(i))
C(e,i) + ∑

e⊆k(e)

f (e′(i))
C(e′,i) ≤ k(v)

(9)

Combined with the stochastic feature reconstruction
method, dynamic information detection of transmission
information in clustered wireless sensor networks is carried
out (Zhang et al., 2017; Ghosh, 2017; Nematollahi et al.,
2017), and the output load is obtained as follows:
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Computition(n j ) = (Eelec + EDF)lδ + ET x(l,d j )

= (Eelec + EDF)lδ + l Eelec + lε f sd2
j

= [(Eelec + EDF )δ + Eelec + ε f sd2
j ]l
(10)

Adaptive fusion and feature clustering algorithms are
adopted to detect the transmission information of clustered
wireless sensor networks. Under the condition that the
minimum number of sensor nodes N is randomly deployed,
the comprehensive scheduling output of data detection is as
follows:

ηw
k (ω) = E(T w

k |T w
k > ξw

k (ω)), k ∈ Rw,w ∈ W (11)

Among them, the error ξw
k (ω) of multi-queue scheduling

of transmission information in clustered wireless sensor
networks can be expressed as follows:

ξw
k (ω) = min{ξ |Pr(T w

k ≤ ξ) ≥ ω}
= E(T w

k ) + γ w
k (ω)k ∈ Rw,w ∈ W (12)

The sensing detection characteristic value of cluster wire-
less sensor network transmission information is extracted,
and a sensing detection index set of clustering wireless
sensor network transmission information detection output in
a neighborhood space (t, f ) is obtained as follows:

f (x) =
{

f (x), x ∈ Levf

a, x ∈ Levf
(13)

The sensor detection feature quantity of the information
transmitted by the clustered wireless sensor network is
extracted, and the correlation fusion detection method is
adopted to obtain an information fusion model E(T w

k −
ξw

k (ω)|T w
k ≥ ξw

k (ω)). According to the above analysis, the
Markov chain information mining model of the information
transmitted by the clustered wireless sensor network is
established, and the sensor node data security detection is
carried out by combining the large data mining method (Yang
et al., 2018; Sun, 2017).

3. OPTIMIZATION OF DATA SECURITY
DETECTION ALGORITHM FOR
SENSOR NODES

3.1 Feature Extraction of Correlation
Spectrum

Based on the above-mentioned construction of the distributed
sensing sequence sampling model of the clustered wireless
sensor network transmission information and the reconstruc-
tion of the association rule feature quantity of the clustered
wireless sensor network transmission information obtained by
sensing detection, the superior design of the clustered wireless
sensor network transmission information detection method
is carried out (Yu et al., 2017; Yang et al., 2018), and the
clustered wireless sensor network transmission information
detection method based on Markov chain is proposed. The

aggregation node set sw
h for information fusion of clustered

wireless sensor networks can be expressed as:

sw
h = E

[
min
k∈Rw

{Hw
h,k}|ηw

]
= − 1

θ
ln

∑
k∈Rw

exp(−θηw
h,k(ω)),

w ∈ W, h ∈ H (14)

According to the above analysis, the adaptive feedback
adjustment method is combined to reconstruct the character-
istics of the transmission information surface of the clustered
wireless sensor network, and the optimal solution of the sparse
table matrix of the transmission information of the clustered
wireless sensor network is solved, namely:

Wopt = arg min
w

λ‖(X − DW)G‖2
F s.t‖wi ‖0 ≤ k∀i (15)

Combined with the phase space reconstruction method, the
discrete fusion processing of the transmission information of
the clustered wireless sensor network is carried out, and the
sensing data optimization detection of the large data network
is also carried out (Osamy et al., 2018). Calculate the time
taken by the sensor to sense the data and the transmission time
of the data packet, and the output is:

min
α

1

2

l∑
i=1

l∑
j=1

yi y jαiα j K (xi , x j ) −
l∑

j=1
α j

s.t .
l∑

j=1
y jα j = 0

0 ≤ α j ≤ u(x j )C, j = 1, 2, . . . , l

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(16)

In the reconstructed phase space of the transmission
information distribution of the clustered wireless sensor
network, the principal component characteristic sampling
method is adopted to schedule the association rule set of
the transmission information of the clustered wireless sensor
network, and the optimized sampling model is obtained as
follows:

Dopt = λXV−1WT (WV−1WT )−1 (17)

Setting the mean value of the transmission information
fusion of the clustered wireless sensor network as ta and
the variance as εa

t , and expressing the dynamic distribution
symbols of the transmission information of the clustered
wireless sensor network as:

ta = E(Ta) = t0
a + βt0

a E((Va)
n)E(1/(Ca)

n), a ∈ A (18)

E((Ta)2) = (t0
a )2 + 2β(t0

a )2E((Va)
n)E(1/(Ca)n) (19)

+ (βt0
a )2E((Va)

2n)E(1/(Ca)
2n), a ∈ A

εa
t = Var(Ta) = E((Ta)2) − (E(Ta))2, a ∈ A (20)

In the surface distribution structure model of the transmis-
sion information of the clustered wireless sensor network,
the sparse point expression method is adopted to analyze
the correlation degree characteristics of the transmission
information of the clustered wireless sensor network (Ha
et al., 2017; Wang et al., 2018), the adaptive equalization
control is carried out on the detection result of the transmission
information of the clustered wireless sensor network, and the
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extraction output of the correlation spectrum characteristics
in the whole life cycle is obtained as follows:

CT ′( f )YT ′( f ) = CT ′ ( f )
∑

n

x
(

f − n

T ′

)
e

j2π
(

f n

T
′
)
τ0

= CT ′( f )X ( f )e j2π f τ0

(21)
The optimal distribution outputs of the sensor node

data security detection data are Qw, Va, Fw
k . Combined

with the phase space reconstruction method, the discrete
fusion processing of the clustered wireless sensor network
transmission information is carried out to improve the data
security detection capability.

3.2 Sensing Quantization Fusion Tracking
Recognition and Safety Detection

Carrying out discrete fusion processing on the transmission
information of the clustered wireless sensor network by
combining a phase space reconstruction method to obtain the
connection weight value of the wireless sensor network sensor
node of the k layer; x (k)

i is an k data input (i = 1, 2, . . . , Nk) of
a clustering wireless sensor network transmission information
fusion node of the k layer, s(k)

j and y(k)
j respectively represents

the energy threshold value of the K-th sampling node of
the layer in the wireless sensor network, and the statistical
analysis model of the sampling node of the clustering
wireless sensor network transmission information is obtained
as follows:

x (k) = [x (k)
1 , x (k)

2 , . . . x (k)
Nk−1

]T (22)

s(k) = [s(k)
1 , s(k)

2 , . . . s(k)
Nk

]T (23)

y(k) = [y(k)
1 , y(k)

2 , . . . y(k)
Nk

]T (24)

Assuming that the distributed function of the sampled
data of the wireless sensor network is f , the node mi is
set to send data to the sink node, and correlation spectrum
feature extraction is carried out on the clustered wireless
sensor network transmission information in the routing relay
node to realize the detection of the clustered wireless
sensor network transmission information. The obtained fuzzy
decision function is:

y(0)
j (n) = s(0)

j (n) = x (0)
j (n) (25)

In the hidden layer of the wireless sensor network, the
optimized detection output of the clustered wireless sensor
network transmission information in the L layer (k =
1, . . . , L) is obtained as follows:

x (k)
j (n) = y(k−1)

j (n) (26)

s(k)
j (n) =

Nk−1∑
j=1

W (k)
i j (n)x (k)

j (n) (27)

y(k)
j (n) = f (s(k)

j (n)) (28)

According to the above model construction, correlation
spectrum feature extraction is performed on the transmission

information of the clustered wireless sensor network in the
routing relay node to realize the detection of the transmission
information of the clustered wireless sensor network (Qasim
et al., 2018), and the implementation flow is shown in
Figure 4.

4. SIMULATION EXPERIMENT AND
RESULT ANALYSIS

4.1 Parameter Setting

In order to verify the application performance of this method
in realizing the transmission information detection of clus-
tered wireless sensor networks, simulation experiments were
carried out with Matlab7. A WSN network was constructed
with 200 nodes, random uniformly distributed in a square
region with a side length of 2000m, with the sink node located
in the center of the region (Lin et al., 2017; Wang et al.,
2019). Each node periodically generates data and sends data
to the Sink node. The communication distance of the node is
uniformly set to 250m. Referring to the energy consumption
of IRIS nodes in Crossbow, the state energy consumption
model of the nodes was set as shown in Table 1.

Since the RAM capacity of the IRIS node is double that
of MICAZ, the use of external memory is not considered
in this paper. The energy consumption power value of the
node in each state is calculated according to the measured
current value of the IRIS node in t , r , i state and the current
value of each component in the IRIS node manual when it
is dormant. The energy consumption power is definied as
0.053 W when the node receives, 0.07 W when transmitting,
0.048 W when free, and 0.000033 W when dormant. The
energy consumption of nodes for sensor sensing is not
considered in this paper.

The network communication rate is set to 250 kbps, the
application layer produces 100 bytes of data every 20 seconds,
the node work cycle is 10 seconds, and the node data transfer
phase is set to 60 seconds, followed by a schedule update.
When the next data transfer phase begins after the scheduling
update, the node wakes up and retransmits the data.

The setting system has the requirement of high reliability,
and the data cannot be lost. Data transfer uses point-to-point
data confirmation. When the node fails to send data, the packet
should be retransmitted. The packet is sent sequentially in the
FIFO queue, sending one packet successfully before sending
the next. The experimental settings are shown in Table 2.

According to the above simulation environment and
parameter setting, the transmission information of the clus-
tered wireless sensor network is detected, a distributed sensing
sequence sampling model of the transmission information of
the clustered wireless sensor network is constructed, and a
scatter diagram of data sampling is obtained as shown in
Figure 5.

Taking the data in Figure 5 as input, a Markov chain
information mining model for the transmission information
of clustered wireless sensor networks is established. The
adaptive fusion, feature clustering and data detection of
the transmission information of clustered wireless sensor
networks are carried out by using the information fusion
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Figure 4 Implementation flow.

Table 1 Energy consumption model of node state.

Status Processor Sending and Receiving Module External Memory
T Activity Transmit by radio Dormancy
R Activity Receive Dormancy
I Idle Receive Dormancy
S Dormancy Dormancy Dormancy

Table 2 Simulation parameters.

Parameter Numerical Value Unit
Number of nodes 200 \
Placement area 2000×2000 m2

Haul up 250 m
Receiving energy consumption 0.053 W
Send energy consumption 0.06 W
Idle energy consumption 0.032 W
Dormant energy consumption 0.0000021 W
Traffic rate 253 Kbps
Work cycle 8 s
Update cycle 56 s
DL 231 byte
Data generation cycle 32 s
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Figure 5 Scatter diagram of data sampling.

Figure 6 Data detection output.

tracking analysis method of wireless sensor networks, and
the detection output is shown in Figure 6.

Analysis of Figure 6 shows that the peak output and beam
output performance of the clustered wireless sensor network
transmission information detection using this method are
better than that of previous methods.

4.2 Compressibility Analysis of Segmented
Smooth Area

The network model employed in this chapter is a random
geometric network,which can be generated by the random and
uniform deployment of n nodes in a square area of 1. Since
the network topology of the stochastic geometric network
is irregular, the eigenvectors of Tulapras are adopted as the
orthogonal basis. Based on this setting, the approximate error
of the reconstructed signal is estimated, and the result is shown
in Figure 7.

From Figure 7, we observe that the reconstruction error
decays exponentially with the value of k, which means that

the Tulapras feature vector basis can good detection of related
areas. Thus, compression sensing techniques can be used
to approximate the reconstruction of the sensing region. At
the same time, it can also be seen from the figure that
the value of k does not increase with the increase of the
number of network nodes n under the given reconstruction
error. Figure 8 shows the error of signal reconstruction using
different random projection numbers. It can be seen from
the graph that the number of random projections required to
reconstruct the original data is much smaller than the number
of nodes in the network under the allowable reconstruction
error.

4.3 Analysis of SNR Results of Different
Methods

The accuracy of different methods for clustering wireless
sensor network transmission information detection is tested.
The results are shown in Tables 3–5.
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Figure 7 Approximate error of reconstructed signal in sensing region.

Figure 8 Approximate error of reconstructed signal under random projection.

Table 3 Method performance in this paper.

SNR/dB Accuracy of Information Detection
−10 0.943
−8 0.966
−6 0.975
−4 0.992
−2 1

Table 4 Reference [4] method performance.

SNR/dB Accuracy of Information Detection
−10 0.843
−8 0.865
−6 0.911
−4 0.924
−2 0.936
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Table 5 Reference [5] method performance.

SNR/dB Accuracy of Information Detection
−10 0.919
−8 0.926
−6 0.932
−4 0.965
−2 0.975

The comparison results are shown in Table 3–5. Analysis
of Table 3–5 shows that the accuracy of the clustered wireless
sensor network transmission information detection using this
method is higher.

5. CONCLUSION

A security detection model for transmission information in
clustered wireless sensor networks is constructed to improve
the effective data mining and security detection capabilities.
A detection method for transmission information in clustered
wireless sensor networks based on Markov chains is proposed.
The main contents of this paper are as follows:

(1) A distributed sensing sequence sampling model of clus-
tered wireless sensor network transmission information
is constructed, and association rule feature quantity
reconstruction is carried out on the clustered wireless
sensor network transmission information obtained by
sensing detection.

(2) Adaptive fusion and feature clustering of the clustered
wireless sensor network transmission information are
carried out by adopting a wireless sensor network
information fusion tracking analysis method.

(3) Association spectrum feature extraction is carried out on
clustered wireless sensor network transmission informa-
tion in routing relay nodes, and clustered wireless sensor
network transmission information detection is realized.

Analysis shows that this method has high accuracy and good
anti-interference performance in detecting the transmission
information of clustered wireless sensor networks, and has
good capability of detecting and analyzing the transmission
information of clustered wireless sensor networks.

However, there are still some issues to be resolved that
were not considered in this paper. In this paper, the network
model was considered without packet loss in the application
of compression sensing method in wireless sensor network
data collection. However, the wireless sensor network is
prone to packet loss due to the interference of the external
environment. Although some measures can be taken, such
as retransmission mechanism on the MAC layer, to solve
the packet loss problem, in the future work, using the
matrix filling method in the compression perception theory
can be considered to solve the data loss problem when the
signal is reconstructed and improve the quality of the signal
reconstruction.
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