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In this paper, a TOFD image defect recognition method based on HSV block color histogram is proposed to address the problems of poor image
recognition accuracy and long recognition which are the shortcomings of current methods. The aim is to improve the accuracy of defect recognition
in images. Depending on the difference in the shape and gray of various types of defects in the actual image, the average ratio of gray defect to
background, the defect perimeter area ratio and the defect symmetry are selected as indicators of defects in TOFD images. The hyperspectral sensor is
used to denoise the TOFD image with defect indicators to reduce the influence of noise on the accuracy of the defect-recognition result. According
to the denoising result, an image defect recognition model is established based on the HSV block color histogram to obtain image defect information.
Experimental results show that the proposed method has higher recognition accuracy, shorter time and clearer defect features when applied to TOFD

image defect recognition. The proposed method has certain effectiveness and superiority in image processing.
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1. INTRODUCTION

In recent years, with the rapid development of computers,
computer-based vision technologies such as sparse represen-
tation and deep learning have opened up new avenues for
image processing research. The great success of natural image
recognition and classification has prompted people to trial it
in various industries (Shota et al., 2018; Simone et al., 2018).
However, currently, relatively few related technologies are
being applied to identify defects in TOFD images (Jang and
Ahn, 2020; Singh et al., 2019).

Due to the variations in the shape, location, direction
and size of the defects, the analysis and evaluation ofthe
acquired TOFD images are complex tasks (Quionez et al.,
2020). At present, most fields still use manual evaluation
methods. These are time-consuming and laborious, since they
require technicians to rely on their experience to determine
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whether there are defects, as well as the number, location
and type (Umer et al., 2019). This method has several
drawbacks: factors such as the physical or professional
capabilities of the technicians can produce inconsistent results
(Corti et al., 2020). For example, when different technicians
evaluate the same TOFD image, they may obtain different
results due to their level of care, time constraints, expertise,
etc. In addition, due to the greatly improved efficiency
of industrial production, a large number of TOFD images
are generated every day, so the workload is huge. The
fatigue of technicians could lead them to miss defects and
allow substandard products to enter the market, resulting in
unpredictable losses (Chakraborty et al., 2018). To solve
this problem, Shinomiya and Hoshino (2019) proposed an
image recognition method based on a low space complexity
codebook. The method uses the codebook method to represent
the image as a feature vector, and when multiple local feature
frames are used, each local feature fr amework generates a
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visual vocabulary. In this process, a codebook with a small
memory footprint is required. The experimental results show
that this method reduces the computational complexity of
the image representation step, and gives the experimental
results of the online classifier; however, the accuracy of
image recognition is not high, resulting in poor image color
block recognition (Shinomiya and Hoshino, 2019; Ali et al.,
2019). Aljanabi et al. (2018) proposed and designed a new
method to realize image similarity and image recognition.
The method uses a combination of information theory and
joint histogram. Information theory can accurately predict the
relationship between image intensity values, while the joint
histogram selects a group of local pixel features to construct
a multi-dimensional histogram. This method combines the
concept of entropy and a 2D joint histogram of two images.
Based on the Shannon and Renyi entropy measures, two
information theory similarity measures based on histogram
are proposed: SHS and RSM. The method is applied to
facial recognition, and involves a similarity measurement
based on best-matching and the second-best matching in the
facial database. The simulation results show that this method
has certain advantages in terms of recognition confidence,
but the accuracy of recognition results is not high, and the
implementation steps are complex and time-consuming.

In order to improve the accuracy of TOFD image-defect
recognition, it is necessary to deeply mine the defect features
of the TOFD image, and subsequently denoise the image with
defect features; integrate the TOFD image defects, establish a
TOFD image defect recognition model based on HSV block
color histogram to obtain defect information from the TOFD
image, thereby completing the defect-recognition process.

2.  TOFD IMAGE DEFECT
RECOGNITION METHOD

2.1  Select the Defect Index of TOFD Image

In image recognition, the selection of features is very
important. In fact, when using SVM for image classification,
the important kernel function is also selected according to
the feature selection. Although the gray image histogram is
easy to obtain, and the image feature selection based on the
histogram has achieved good results in the past, the effect
of feature extraction using the histogram of the image as
input is not good (Kas et al., 2018). This is because the
image library itself has obvious diff erences in the histogram
performance, but for the defect images in this article, the
grayscale performance is relatively simple, and because the
collected defect images may have changes in brightness, it is
difficult to use the histogram as the whole Enter to get a good
recognition ofthe defect (Itakura and Hosoi, 2020).

Through observation and analysis of the collected defects
in images, some other features are found in the gray scale and
the morphology. For example, the sizing group is generally
lighter in gray scale, and the transition between its edge and
the background is relatively slow. The sizing group is oft en
very irregular in shape, and most of it has a defective main
part, and there are many similar antennae extending from
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the main body. However, stripes or ink blotches are often
darker in gray scale, with obvious borders and a single shape;
while noise and ink blotches are often close to circular in
shape. According to the difference in morphology and gray
scale of various types of defects in the actual image (Kroop
et al., 2018; Dai et al., 2018), the following three TOFD
image defect indicators have been selected as input features
for TOFD image-defect recognition.

(1) Defect to background average gray ratio REG

The ratio of the average gray level of the defect to
the background is the average gray level of the image
excluding the defect area. The ratio of the average
gray level of the defect area to the average gray level
of the background area can characterize the gray level
characteristics of the defect part to a certain extent, and
overcome the interference caused by the difference in
overall brightness of different images (Chen and Qi,
2019). In the calculation, the binary image generated
by the preprocessing is used as the mask image, and the
average gray level of the corresponding area is obtained
from the original image. The calculation formula is:

REG = g,l3, (1)

where g, is the average gray value of the defect area;
8, is the average gray value of the image excluding the
defect area.

(2) Defect perimeter area ratio PSR

The defect perimeter area ratio can indicate whether
the defect tends to be round in shape. The simpler the
boundary of the defect and the closer it is to the circle,
the smaller is the PSR value; the more complex the
boundary, the larger is the PSR value. To a certain extent,
the PSR value can distinguish noise from other defects. It
is calculated with:

PSR = ky,/ky )

where k,, is the perimeter of the image defect; k,, is the
area of the image defect area; k,, and k,, can be measured
by the number of pixels.

(3) Defect symmetry SYM

The defect symmetry is the symmetry at both ends of the
image defect area, and is calculated with:

k
SYM = le- k) (3)

i=1
where x; (k) is the long axis of the image defect area.

Aft er calculating the above three indicators and adding
the 256-dimensional statistical data of the histogram,
the total dimension of the input mode is set to 261
dimensions. Since the three calculated indicators are
not aligned with the histogram statistical measurement,
the 261-dimensional input mode should be normalized to
balance the impact of each indicator on the recognition
result.
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2.2 TOFD image Denoising Based on
Hyperspectral Sensor

According to the calculation result of TOFD image defect
index, the hyperspectral sensor is used to denoise the
TOFD image and provide relevant information for the defect
recognition of a TOFD image (Sharan and Moir, 2018). The
TOFD image is sparsely represented by three-dimensional
DCT to achieve image denoising. The three-dimensional DCT
transformation is described by the following formula:

c(u)c(v)c(w)
VI xmxe
[—1 m—1e—1

XY Y Y [ )

i=0 j=0 z=0

F(u,v,w)=(REG+ PSR+ SYM) x

where f is the gray value of the TOFD image; i, j, z are the
three-dimensional image coordinates; m is the corresponding
width of the image; [ is the corresponding length of the image;
e is the number of band sequences.

The product of Ni, Na,---, Ny -dimensional column
vector and ¥y, ® ¥y, - - - @ Y, matrix is used to calculate
Ni, N3, - -+, N multi-dimensional DCT. Here, ¥n repre-
sents the transformation matrix of one-dimensional DCT; ®
represents the Kronecker product, then the three-dimensional
DCT dictionary corresponding to the three-dimensional image
block of /i X \/n x wz can be described as:

1//rxp=f®1//ﬁxﬁ®1//wzxﬁ )

where ¥;, is a complete dictionary; w, is the number of
blocks constituting the z-th group of TOFD images.

According to the above analysis, the TOFD image denois-
ing process based on hyperspectral sensor is as follows:

(1) Initialize processing: z = 1.

(2) Divide the FD image three-dimensional squares Sz to
obtain the small blocks of /n X /n X wz ; sort the
small blocks to obtain the column vector of T x 1 and
then construct the matrix By .

(3) Solve the sparse coefficient matrix A on the basis
of dictionary v;x, and matrix B;xpy through the
orthogonal matching pursuit algorithm, and perform the
following process:

D LetEerrer,%,Aqu, S=¢, A=¢, i =
1, r =x;

2) Find index A; to satisfy the following formula:

A; = argmax |r, ;] (6)
j=1,2,--,K

3) Let A(i) = Ai,Al/fi = w[A(lA,i)], find the least
square solution S of x = ;S by the following
formula:

§ = argmin lx — yiS - (W v x ()

4) Set the residual r and update it by the following
formula: .
r=x—vS (®)
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5) When E,,, is greater than r, terminate the iteration;
if it is reversed, iterate again.

(4) When A is not zero, set A(A, k) = S. ky is increased
by 1, and determine whether M is less than k,. If the
above conditions are met, terminate the iteration; if the
above conditions are not met, return to step (3).

(5) Based on the approximate sparse matrix A, update the
matrix B using the following formula:

B=1x,xA )

(6) Replace each column of matrix B with a small image
stereo cube of \/n x /n x w.

(7) Merge the image blocks, and average the overlapping
image blocks to obtain the TOFD image cube Sz after
denoising.

(8) z increases by 1, when z is less than or equal to Zax,
return to step (2); When z is greater than Zp,,, stop the
iteration.

Performed in the sequence above, these steps can achieve
effective denoising in TOFD images, which helps to improve
the accuracy of image defect recognition.

2.3  Implementation of TOFD Image Defect
Recognition Based on HSV Block
Color Histogram

Based on the results of TOFD image denoising, the HSV block
color histogram is used to identify TOFD image defects. HSV
is a color space created based on the intuitive characteristics
of colors, which consists of hue (H), saturation (S), and
brightness (V). Among them, the V component is image
brightness information, and the H and S components are
related to human visual color perception. In the HSV color
space, when the color of an image changes, the H component
remains basically unchanged before and after the change,
while the S component undergoes a greater change, and the
amount of information is much greater in an image with rich
colors than in an image with dark colors. When multiplicative
noise or additive noise is introduced into the image, the
V component in the image will change with the value of
the S component under the condition of color constancy,
and a large amount of information is concentrated on the
component, resulting in a great increase in its information
content (Keming et al., 2018). In this paper, the information
entropy of the S component in the TOFD image is normalized
and defined as the color restoration coefficient of the image,
and is expressed as:

L=2Xi(k)—B < 8[X°(n) — X°(1)] (10)

1

where X; (k) is the distribution probability of the number of
pixels of the gray level; § is the normalization factor.

271



RECOGNITION OF DEFECTS IN TOFD IMAGE BASED ON HSV BLACK COLOR HISTOGRAM

It is reasonable to use the histogram similarity to measure
the color shift degree of the TOFD image. Therefore, in the
image S component plane (Jeong et al., 2020), the similarity
coefficient J can be used to compare the TOFD image
histogram before and after denoising:

K;
S
where u;; is the § component of the TOFD image before
denoising; u,, is the S component of the TOFD image after
denoising. Under normal circumstances, the larger the value
of J, the higher is the color reproduction of the TOFD image,
which is more conducive to the recognition of defects in the
TOFD image.

The traditional method of detecting defects in TOFD
images usually involves three modules: feature design, feature
selection and pattern recognition. The features used are
mainly manual low-level features such as geometric features
indicating the shape and direction of defects and the texture
features of images (Udomkun et al., 2019). Aft er image
segmentation, the candidate defect block is obtained, and then
their geometric features are extracted (Nodari et al., 2012; Tan
and Zhao, 2020); finally, it is determined whether the image
block is a defect (Chojka et al., 2020). The geometric features
used include area, major axis length, minor axis length,
eccentricity, circumference, convex image area, direction, etc.
Among them, the eccentricity refers to the eccentricity of an
ellipse having the same second moment as the target area, and
the direction refers to the angle between the long axis of the
ellipse and the x-axis. Obviously, these features describe the
shape and direction of the defect and are suitable for defect
identification. However, this method is based on feature-
based defect recognition, which relies on human experience
for accuracy.

There are certain limitations in practical applications. First,
it is difficult to know the features that are good features, and
the manual design of features is a time-consuming and labor-
intensive task, and difficult to complete online. Secondly,
in order to shorten the time of image recognition, it also
usually selects certain features and fuses them. However, this
feature selection is tricky because it involves a priori selection
of dimensions. Finally, the three modules mentioned above
cannot be optimized jointly (Rahman et al., 2020). Although
the TOFD image denoising method based on hyperspectral
sensors mentioned in section 1.2 can improve the accuracy of
image defect recognition to a certain extent, its recognition
accuracy still has room for improvement. For this reason,
a TOFD image defect recognition model based on the HSV
block color histogram is constructed, which has significant
advantages in dealing with problems related to image defect
recognition (Son et al., 2019).

A TOFD image defect recognition model based on the HSV
block color histogram is constructed by firstly analyzing the
HSV block color histogram (Bern et al., 2018). This model is
used to initiate the TOFD image defect recognition process:

J (wij — umn) X L (11)

P, =min B{A, A;} — Rg x J (12)

where A, is the probability of each gray value; A, is the
background area of the image; R is the boundary ofthe image
defect.
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When using the model shown in Equation (12) to identify
defects in a TOFD image, it is necessary to determine the size
of the boundary of the non-defective part of the image, and
calculate this with Equation (13):

ai by,

sc — 13
Gre =G0t (1 + /Do) (13

where G is the edge information of the image; G is the size
of the image block; I' is the color set of the image; D is the
image space range; Dg and a| are constant.

Combine Equation (12) and Equation (13) to locate the
image defect position:

Gs = GSCG(I//l)G(wS) (14)

where G (1) is the feature of minimizing in-class defects,
and the calculation formula of G (1) is:

by
G(l/f1)=1—‘ﬂ (15)
by
where b and b, are constants.
Position G () by fitting the empirical formula:
G(Ys) = a + bexp(¥s) (16)

According to the calculation result of Equation (16), the
recognition of TOFD image defects is realized. Figure 1
depicts the flow of TOFD image defect recognition process.

3. EXPERIMENTAL VERIFICATION

In order to confirm the effectiveness of the designed TOFD
image defect recognition method based on HSV block color
histogram, the proposed method, the method of Dai et al.
(2018) and the method of Itakura and Hosoi (2020) were used
for testing.

3.1 Experimental Environment and
Parameter Settings

A total of 300 samples of different types of defect images
were collected as input. In order to prevent problems caused
by sample imbalance, the image size of all images was the
same (100 mm x 100 mm). The three methods were loaded
on a virtual simulation platform, the specific parameters of
which are shown in Table 1.

3.2  Experimental Results and Analysis

For comparison, the test results achieved by the three methods
applied to determine defect recognition accuracy are presented
in Figure 2.

An analysis of Figure 2 shows that with multiple iterations,
the recognition accuracy of the TOFD image defect recogni-
tion method based on HSV block color histogram is higher
than that of the image recognition method based on the low
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Figure 1 TOFD image defect recognition process.

Table 1 Computer virtual simulation platform parameters.

Name

Specific parameters

CPU

Hard disk 1T SSD
Graphics card
RAM

Operating system

Intel 19,3.75 GHz

NVIDIA
32G
Windows 10

space complexity codebook used for image similarity, and
the recognition accuracy of the image recognition method.
The proposed method achieved an accuracy up to 85%, much
higher than that of the traditional methods. This is because
the proposed method selects TOFD image defect indicators
based on the shape and gray difference of various defects in
the actual image, and uses a hyperspectral sensor to denoise
the TOFD image with defect indicators to reduce noise and
accurately identify Defects, thereby improving the accuracy
ofthe simulation.

In order to further confirm the effectiveness of the designed
method, the image defect recognition time is used as the test
index to compare different methods. Figure 3 shows the
results and facilitates comparison.

From Figure 3, it can be seen that the identification time
required by the proposed method, and that required by the
Shinomiya and Hoshino (2019) method and the Chakraborty
etal. (2018) method, fluctuates under different iteration times,
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although the proposed method requires less time overall. This
is because the method uses hyperspectral sensors to denoise
the TOFD image with defect indicators, eliminates the noise
in the image, simplifies the complexity of image recognition,
and reduces the time required to recognise defects.

In addition to image defect recognition accuracy and
recognition time, the number of defect recognitions is also
one of the indicators used to confirm the effectiveness of
the proposed method. Therefore, the number of defect
recognitionsis used as an indicator to compare the recognition
effects of different methods. The results are shown in Figure 4.
Figure 4(a) shows the recognition results when the image is
100; Figure 4(b) shows the recognition results when the image
is 200; Figure 4(c) shows the recognition results when the
image is 300.

According to the recognition results shown in Figure 4,
the number of recognitions of defects in TOFD images
based on HSV block color histogram is always higher than
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Figure 3 Comparison of recognition time required by different methods.

those based on low spatial complexity codebook and image
similarity and image recognition methods even when the
number of images varies. It shows that the propose method
can identify more defects. The identification result is more
comprehensive, and the reliability of identification test results
is greater. This is because the method applies an image
defect recognition model based on HSV block color histogram
according to the denoising results. The model can obtain the
image defect information, make the defect recognition more
comprehensive, and improve the coverage of the recognition
results.

The experiments above confirm the effectiveness of the
proposed method. In order to visually display the effect of
the designed method on TOFD image defect recognition, and
to more intuitively display the application value of the design
method, different methods are used to obtain the image defect
recognition effect, as shown in Figure 5.

Figure 5 shows that, among the complex images with
defects, the color of the image obtained by the method of Dai
etal. (2018) is relatively single, and the defect characteristics
of the image cannot be clearly described, which shows that the
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method cannot provide reliable support for image processing.
In contrast, the color saturation of the image obtained by the
proposed method is greater, and therefore highlights the defect
features more clearly. The value of this method is confirmed
since its application yields better results for defect recognition.

4. DISCUSSION

In order to reduce the errors that occur as a result of manual
recognition, and to recognize image defects more objectively,
reliably, efficiently and intelligently, research on computer-
based automatic recognition methods of image defects has
become a new trend and important direction. The premise
of computer-based recognition is to obtain digitized images
through a dedicated scanner or CCD camera. Then image
processing technology is used to preprocess the digitized
image and coarsely locate the defect area. The characteristics
of defects are extracted based on professional knowledge or
experience, and finally machine learning and other related
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Figure 4 Comparison of the number of defects identified by different methods.

algorithms are applied to achieve classification. Automatic
computerized recognition can overcome the influence of
subjective or environmental factors, thereby obtaining more
reliable and accurate recognition results, with greater recogni-
tion efficiency than is obtained by the manual method. Hence,
an increasing number of scholars are conducting research on
automatic, computer-based identification systems. However,
most of these systems are operated interactively manually, and
require manual intervention. The machine-learning-based
classifier involved in such recognition systems cannot directly
extract representative features from the original image.
Therefore, it is necessary to manually design features such
as geometric size, texture, grayscale, directional gradient
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histogram, and local binary pattern features. In order
to extract these features, researchers need to understand
the image processing and defect formation mechanisms in
advance, which requires manual intervention. Therefore, it is
impossible to realize automatic recognition in a true sense.
The recognition of defects in TOFD images depends
on the operator’s data analysis experience and knowledge.
Moreover, human factors (operator’s experience, level of
expertise, and fatigue) have a greater impact on the recognition
results, and misjudgments and omissions oft en occur. Poor
judgement and inconsistencies, etc., reduce the reliability
of defect identification. The effective recognition of TOFD
image defects and the improvement of recognition accuracy is
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(b)The design method

(a) Overall recognition effect

(a)Reference [8] method

(b)The design method

(b) Local recognition effect

Figure 5 Comparison of recognition effect.

aresearch hotspot in the field of image processing locally and
globally, with the potential for wide commercial application.
This paper proposes and evaluates a TOFD image defect
recognition method based on HSV block color histogram. The
main research steps of this paper are as follows:

(1) First, we select TOFD image defect indicators: average
gray background ratio, defective perimeter arearatio, and
defective symmetry.

(2) Then, based on these indicators, a hyperspectral sensor
is used to denoise the TOFD image with defective
indicators.

(3) Finally, a model for the effective recognition of image

defects is established based on the HSV block color
histogram.
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(4) Establish test samples and carry out experimental
verification.

The experimental results show that this method successfully
addresses the shortcomings of the current methods used for
defect image recognition, and significantly improves image
recognition.

S.  CONCLUSIONS

In order to utilize the recognition results to improve the
image processing effect, provide more comprehensive image
defect information, and improve the accuracy of image
defect recognition, this paper proposes a TOFD image defect
recognition method based on the HSV block color histogram.
The experimental results prove that the method can obtain a
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large amount of defect information in the specific application
process; at the same time, it improves the accuracy of image
recognition, reduces the time required for image recognition,
and gives this method wider applicability.

At the same time, further research is needed to achieve
automatic extraction of defect information in TOFD images.
Starting from the practicability of updating the TOFD image
database, the recognition result can be input as vector data
to the image database, which exploits the complementary
advantages of various methods of image processing.
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