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In today’s era of increasingly sophisticated network communication technology, large-scale heterogeneous data are emerging, and people’s
requirements for data integration technology are increasing. To address this challenge, many scholars have begun to combine big data with artificial
intelligence to integrate large-scale heterogeneous data in real time. Since the neural network can fully take into account the characteristics of the data,
it has strong upgrade ability and fault resistance, and does not need to know the real-time data integration for specific instance training in advance.
Hence, it is able to deal with the real-time integration problem of large-scale heterogeneous data. In order to increase the speed and effectiveness of
data integration, this study presents a neural network based on big data and artificial intelligence to assess large-scale heterogeneous data real-time
integration technology. According to this study’s experimental findings, the particle swarm-BP neural network has an error of about 0.020 and the
BP neural network has an error of about 0.021 in terms of training results for the three techniques. The enhanced particle swarm-BP neural network
technique has an inaccuracy of 0.15 to 0.2; hence, with the enhanced particle swarm-BP neural network technique, there is significantly less error.
Also, the improved algorithm requires much less training time than the other two algorithms in the range of 114ms-121ms, indicating that the algorithm
has better integration efficiency. Therefore, this method is very effective for the real-time integration of large-scale heterogeneous data.
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1. INTRODUCTION

In real life, large-scale heterogeneous data can pose many
challenges to system users. It not only reduces the efficiency
of data transportation; it also prevents users from carrying
out tasks easily and smoothly. With the development of
science and technology, and the emergence of big data
and artificial intelligence, such problems have been solved.
Moreover, big data and artificial intelligence technology also
allows heterogeneous data to be efficiently classified and
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the required information to be extracted. Hence, big data
and artificial intelligence technology can ensure the real-time
integration of heterogeneous data.

The emergence of the Internet has made people’s lives
more and more convenient. The Internet is being widely
used not only for medical care and online shopping, for
instance; it also plays a huge role in the transmission of
data between companies, organizations and departments.
However, although the Internet makes it easier for people to
obtain information, it also generates an increasing amount
of heterogenous data, subsequently placing more pressure
on people working with such data. Big data technology
can effectively mine data and extract useful information,
and the emergence of artificial intelligence has also brought
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more convenience to people’s lives. If the large-scale
heterogeneous data facts can be integrated, tasks can be
completed more efficiently. Therefore, it is imperative to
examine the real-time integration technology applied to big
data that is heterogeneous. The novel aspect of this paper is
the use of neural networks and particle swarm optimization
within the context of big data and artificial intelligence.

2. RELATED WORK

The research on heterogeneous database technology is
important not only from a theoretical perspective, but also in
terms of its application in computer networks. AI can usually
find anomalies in data that is complex, massive, and dynamic.
However, protecting the security and privacy of cloud
data has become a most important and difficult-to-resolve
issue. Additionally, it is critical to safeguard the security
and privacy of sensitive data from unauthorized individuals
attempting to access information [1]. A study found that
by querying the global schema represented by the ontology,
users of ontology-based data integration systems are able
to efficiently retrieve data located in various sources. His
aim was to establish a logical framework for data integration
using ontologies that include information disclosure [2]. A
study considered the possibility that, depending on the timing
of a disaster, it may be difficult to obtain and understand all
the relevant facts. As a result, it is important to implement
an early reaction strategy and manage the response to a
catastrophe. He developed a method for gathering both
timely and reliable data on damage done to infrastructure [3].
The need for developing distinctive and dynamic information
technology infrastructures has been emphasized by Schimpf.
He focused on reliable and fast image transmission and
high-speed cellular access, and proposed a technique for
the real-time integration of heterogeneous data to avoid
signal loss during data transmission [4]. A study studied
the integration of heterogeneous data using mixed integer
nonlinear programming and mixed integer linear program-
ming methods. He introduced three innovative real-time
data integration optimization methods [5]. A study have
proposed methods for the real-time integration of large-scale
heterogeneous data, which facilitate the timely transmission
of data and improve the efficiency of people’s work with data.
They believe that innovative real-time integration technology
should be adopted to process heterogeneous data.

In terms of technological development, the framework for
data integration systems is maturing, but with the generation
of massive amounts of diverse data, the heterogeneity prob-
lem associated with data sources and the integration of data
has become very prominent. A study created a new frame-
work for the integration of two sets of high-dimensional and
heterogeneous data using neural networks. The researcher
modeled heterogeneous random variables using exponential
distributions and identified shared and unique patterns in two
datasets by using structured decomposition of the underlying
natural parameter matrices [6]. He investigated a class of
uncertain neural networks with time-varying delays and the
robust state estimation problem, and demonstrated that the

building of resilient state estimators for such neural networks
may be accomplished by resolving linear matrix inequalities
using a new bounds technique [7]. A study proposed a simple
and effective neural network supervision method. This
method is used for large-scale image search and learns binary
code features by minimizing an objective function defined on
classification errors and other ideal datasets [8]. Deep neural
networks (DNNs), according to Cheng , have gained much
attention recently and have significantly improved accuracy
in a variety of applications. The availability of a graphics
processing unit with high computing power plays a key role
in its success [9]. Scholars agree that neural networks can
achieve real-time integration of heterogeneous data because
they are a type of artificial intelligence technology that
can effectively process large-scale data. However, these
researchers have not specified how to apply a neural network
to heterogeneous data real-time integration technology [10].

3. HETEROGENEOUS DATA
INTEGRATION METHOD BASED
ON IMPROVED PSO-BP NEURAL
NETWORK

The aim of data integration is to provide users with a
common interface that provides access to and can handle a
variety of heterogeneous data sources. At the same time, it
offers a platform that can combine the results of multiple
queries can minimize or even completely avoid the het-
erogeneity problem caused by differences in environments,
operating conditions, and human factors [11]. This is in
order to eliminate the conflict between heterogeneous data,
achieve transparent access between different data sources,
and achieve the purpose of data integration: sharing, and
effective and consistent information query.

In practical applications, each node in the system does
not use the same type of database, or the database versions
used are not uniform due to historical reasons, which
are collectively referred to as the database inhomogeneity
problem [12]. Maintaining data integrity in heterogeneous
databases is not simply a matter of data replication; it is
essential to save heterogeneous data correctly and maintain
its accuracy and consistency. The overall structure of the
heterogeneous data integration system is shown in Figure 1.

As shown in Figure 1, heterogeneous data sources and
wrappers corresponding to the data sources are the compo-
nents of the heterogeneous data layer. The data layer not only
provides the actual data storage and management functions; it
also accepts the instructions of the upper layer and completes
the tasks [13]. The main function of the wrapper is to provide
a unified schema for the form of output data from various
heterogeneous data sources. At the same time, it provides
an interface for the communication between the intermediate
integration layer and the data source. The interface can
conceal the heterogeneity between the various data sources
and complete the seamless connection between them.

The emergence of heterogeneous database technology not
only reduces the cost of real-time integration technology, but
also makes computing more convenient and greatly improves
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Figure 1 Overall structural framework of heterogeneous data integration system.

Figure 2 The structure of the BP neural network.

work efficiency. Not having to change the existing database
management system and data structure is an important
prerequisite for the management of real-time integration of
different databases, and heterogeneous database technology
makes the Internet more promising [14–15].

In fact, data integration refers to integrating the same
information from different sources, different forms or dif-
ferent attributes, and providing the same interface for the
purpose of data sharing. Data integration is achieved by
exchanging data between different applications, and the
purpose is to solve the problem of handling distributed
heterogeneous data. is the time class is stored in a binary
form in the database, the display is in the form of a string,
and there are various display types. Due to the different
display modes of time types between different databases,
the time format of the source database should be obtained

before synchronization, and then the time format conversion
function of the target database should be used to convert to
obtain the legal time data of the target database.

3.1 BP Neural Network Model

The development of deep learning has made BP neural
networks increasingly popular among academics. The BP
neural network was used long before it became the center of
the deep learning research as we know it today[16–18]. The
BP neural network was created from the early feedforward
neural network, which uses backpropagation to learn the data
and connect it to the information in the hidden layer just
before the hidden layer learning process. Figure 2 depicts
the precise structure of the BP neural network.
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As shown in Figure 2, the data integrated in the process
of database integration is heterogeneous, and it is difficult
to match attributes. The data in the database is not static,
so it is difficult to integrate heterogeneous data in real
time. Even if large-scale heterogeneous data is integrated,
it takes a long time, and the emergence of neural network
just solves this problem. Neural networks have many
advantages, such as self-learning ability, inductive reasoning
ability and random information processing ability, which can
solve the disorder problem of large-scale heterogeneous data.
Compared with the traditional integration technology, the
real-time integration technology that integrates the neural
network is the most suitable [19].

There are two ways to solve the non-negative matrix fac-
torization, one is to use Euclidean distance, and the other is to
use cross entropy. The update method adopts multiplicative
iteration, and the parameters are learned alternately through
the artificially designed learning rate [20]. Therefore, the
objective function using Euclidean distance is as Formula 1:

min ‖V −W H‖2F =
∑
i, j

(
Vi, j − (W H )i, j

)2 (1)

Using cross-entropy as the objective function, its form is
as Formula 2:

Ha, j ← Ha, j

(
W T V

)
a, j(

W T W H
)

a, j

(2)

Obviously, when V = W H , the formula can take the
minimum value of 0. Also, it can be seen that both W
and H are convex, but not W H ; so it is not easy to obtain
the global optimal solution. The solution method using
Euclidean distance is as Formula 3:

Wi,a ← Wi,a

(
V H T

)
i,a(

W H H T
)

i,a

(3)

The convergence of the function is proved by introducing
an auxiliary function. Non-negative matrix factorization
needs to specify the number of latent factors, and the usual
practice is to set the required number of categories as
the number of latent factors [21]. At present, there are
two commonly used methods for the non-negative matrix
decomposition of clustering: 1) use the basis matrix directly
for clustering, and 2) select the column subscript of the basis
matrix where the largest value is located as the category.

The definition of the relevant variables of the neural
network is as follows: m and n respectively represent the
weight connection between the neurons in the previous layer
and the neurons in the next layer, d represents the deviation
of the hidden layer, and the deviation of the output layer is
expressed as Formula 4:

Param Num = d ∗ m + m ∗ n + m + n (4)

By continuously inputting the input data into the network,
and cooperating with the hidden layer information of the
previous moment, the current hidden layer data expression
can be continuously obtained, which is exactly what the real
task needs.

The ideal output value at the ith network output node is
b j i , so the minimum mean square error is Formula 5:

M SE = 1

M

M∑
i=1

C∑
j=1

(
bd

j i − b j i

)2
(5)

The purpose of the BP neural network is to fit the input
data in order to reduce the difference between the output and
the input of the model modeling [22]. Among them, C is the
dimension of the output vector and M is the overall number
of samples. The hidden layer representation that results from
this approach also aids in data compression, unlike what is
sometimes believed, since there will be fewer hidden units in
the codec layer than the dimension of the original data [23].

If the data input is too random, it is often difficult to find
a mapping relationship so that the data can be reduced in
dimension. But it is precisely because there is a certain
distribution in the data that makes this learning meaningful,
so that the data can be compressed. In the actual training
process, if the cost function is smaller, it means that the
output and input are more similar, and the fitting ability of
the model is better. For the trained model, only the encoding
part is actually needed.

The network error measure for the entire dataset is defined
by Formula 6:

E =
∑

P

E p (6)

A regularization term is integrated into the function to
suppress the output of the hidden layer nodes, so that the
average output of the hidden layer is 0. At the same time,
because most of the node values are 0, the non-zero value
part can be used as the output. Moreover, since biological
neuron connections are unsaturated, and neurons are rarely
connected to each other, it is reasonable to think that sparse
representation of data will be more effective [24].

When adjusting the weights of neuron connections, only
the error of the output layer can be obtained, and the errors of
other layers can only be obtained through the backoff of each
layer of error feedback. Although the BP network greatly
simplifies network training, because of its simplification,
one would apply the widely used learning method and
subtly introduce the concept of “error”. However, the BP
algorithm also has several shortcomings. For instance, it can
converge the network weights to the final solution, but cannot
guarantee the global optimal solution or even the minimum
value of the error hyperplane.

3.2 Improvement of BP

The enhanced BP neural network significantly improves
computation accuracy and speed when compared to the
gradient-based BP learning approach [25]. However, the BP
neural network also has drawbacks that cannot be dealt with.
The disadvantages of premature convergence are challenging
for the BP neural network to overcome, despite the fact that
it can handle many complex situations. It is quite difficult
to modify the optimization procedure for BP neural network
while employing neural networks. Therefore, a global
optimization approach must be obtained in order to solve this
issue; this method is highly beneficial for optimizing neural
networks. The enhanced BP neural network is displayed in
Figure 3.
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Figure 3 Improved BP neural network.

As depicted in Figure 3, the evolutionary algorithm
includes particle swarm optimization (PSO).This method
guides the optimization to search for the optimal value
through cooperation and competition among particles in the
swarm, as shown in Formula 7:

Aid (t + 1) = Aid (t)+ vid (t) (7)

By introducing PSO into the training process, one can
obtain a model with stronger generalization ability, so that the
output is not affected by the interference of a small amount
of data, and the obtained output is also more robust.

3.3 Improved PSO-BP Algorithm

The original input is encoded into the specified feature space.
The lower part is the Decoder model, which transforms the
converted features into the dimension of the original data.
This can be expressed by Formula 8:

Aid (t + 1) = Aid (t)+ c1 ∗ r1 ∗ (pid − aid )

+ c2 ∗ r2 ∗
(

pgd − aid (t)
)

(8)

In addition, the PSO to be introduced learns the parameters
of the distribution of the data through the neural network,
which are generally the mean and variance of the Gaussian
distribution. Then, the noise is resampled to obtain the hidden
expression using the Gaussian formula, and then decoded
back to the input to use the KL divergence to learn the
parameters of the model. This model is formalized with
Formula 9.

A(t)
j d = pid = pgd (9)

In addition, by replacing the particle hidden layer and
the BP hidden layer with other networks such as BP
neural network, the recurrent self-encoding network can be
obtained.

pr = (pr1, pr2, ..., pr D) (10)

In this study, the PSO algorithm is used to learn the
dimensionality reduction expression of the BP hidden layer.

The sequence learning method is used whereby the data of
the current moment is used to collect the data of the next
moment. Then, the data items are input into the network one
by one according to time, and the information in the hidden
layer at the last moment represents the information of the
whole sequence. Here, Formula 11 is used:

i f f (ai ) ≺ f (pi ) , pi = ai ; endi f (11)

In a real case, the previous hidden units are used as data
for all data. Because the hidden layer is always unable to
store information to determine whether the best particle exists
overall, it is difficult for the last layer to represent the total
number of compressed representations of global information.
It is calculated with Formula 12:∣∣∣bd

i − bi

∣∣∣ ≤ θ (12)

where is the threshold. When i = 1, 2, ..., C , the classi-
fication is considered correct; otherwise, the classification is
wrong. .This method is used here to reduce the memory loss
caused by the long sequence. All hidden unit information is
stacked and then pooled, thereby reducing the dimensionality
of a large amount of hidden unit information. In this way,
data can be collected using the transformed features as shown
in Figure 4.

As shown in Figure 4, there are usually two ways to
improve the PSO algorithm in order to avoid the premature
phenomenon: one is to always keep a specific type of
particles to prevent particles from falling into the same local
solution. The other is to determine when a particle is
classified as a local solution. In order to increase diversity
in the case of low diversity, measures are taken to scatter
particles. Therefore, this paper proposes an improved particle
swarm optimization algorithm. The mean squared error
known as generalized mean squared error is obtained with
Formula 13:

M SEG = 1/
P

P∑
i=1

C∑
j=1

(
bd

j i − b j i

)2
(13)

In this way, the required hidden information layer can be
obtained according to the BP neural network, and then the
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Figure 4 Improved PSO algorithm.

required transformation features can be obtained by average
pooling. The transformed feature can be obtained with
Formula 14:

Op = Fn

(
...

(
Fn

(
F1

(
apw

t )w2
)

...
)

wn
)

(14)

The difference between the actual output Op and the
corresponding ideal output apis calculated.

Firstly, the algorithm inputs the parameters required by the
model, including the number of hidden units, the batch size
and the number of model iterations. The model parameters
can then be initialized and updated iteratively:

�wpq = αoq
(
1− oq

) (
bq − oq

)
oq (15)

�vhp = αopk−1
(
wp1δ1k + ...+ wpmδmk

)
(16)

Then the trained model is used in combination with the
pooling method to transform the original data:

E p = 1

2

m∑
j=1

(
bpj − opj

)2 (17)

In order to facilitate the subsequent calculation, several
intermediate variables are first defined to facilitate the later
representation. The number of samples is ignored here,
because it is usually updated in batches; that is, parameters
are updated once with a batch of data, which is similar to
updating parameters once with a single sample, as shown in
Formula 18:

d j∗ =
∑

j∈{1,2,...,m}
min

{
d j

}
(18)

Heterogeneous data has many unique properties, which
lead to more or less problems in the direct use of many
existing classical BP algorithms, so it is necessary to select

a suitable model for specific time series data. Although
heterogeneous data has various unique properties, the general
research focus is still on its heterogeneous sequence. There-
fore, in order to capture this property, this study uses the BP
neural network, an algorithm that trains the data according
to the time occurrence. However, the traditional BP neural
network is very limited in practical application due to the
gradient problem, so the PSO algorithm is used to solve this
problem effectively.

4. EXPERIMENT OF
HETEROGENEOUS DATA
REAL-TIME INTEGRATION
TECHNOLOGY

4.1 Comparative Experiment of BP
Algorithm, PSO-BP Algorithm and
Improved PSO-BP Algorithm

The experimental data used for this study comprise 1000
sets of heterogeneous data; the experimental software is
MATLAB. Before formally using the algorithm in this paper
for comparative experiments, we examine the improved PSO-
BP algorithm, a powerful self-learning method, and compare
the self-learning capabilities of the BP algorithm, the PSO-
BP algorithm and the improved PSO-BP algorithm. The
experiment is carried out as depicted in Figure 5:

As shown in Figure 5, the trend of the data in the original
data is very messy. Although the trends of each category are
different on the whole, there is no clear change between the
data; that is, there is no clear main line. However, after the
feature transformation of the neural network, the trend of the
data is very clear. Although it is very similar in shape, it is
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Figure 5 The learning ability of the three methods under the training set data and the test set data.

Figure 6 The error relationship between the training effect of the three algorithms and the number of iterations.

different in terms of detail. An advantage is that data can be
visualized, and some rules can be easily found, which is have
proven to be very valuable in previous research. Moreover,
since the cluttered data becomes more regular, the algorithm
used in this paper has a data preprocessing function because
this will also speed up the training of the model.

The main steps of database integration are semantic
integration and data integration, which involve combining
multiple data models from heterogeneous databases into a
single data model representation. Semantic integration is
the basis of data integration. In other words, semantic
heterogeneity or semantic integration is the main problem
to be solved by database integration. Addressing the data
integration challenges of data heterogeneity is relatively
straightforward. The connection between the number of
iterations and the training impact of the BP algorithm, the
PSO-BP algorithm, and the improved PSO-BP algorithm are
shown in Figure 6.

As shown in Figure 6, during the first half of the training,
the prediction ability of the model changes greatly, indicating
that the random value interferes very significantly with the
neural network model. In the later stage of training, the
training error of the modular neural network type begins to
stabilize, and each evaluation index also tends to stabilize
gradually. For different parameters, the convergence rate
of the model is different, but it can be found that after 150
iterations, the model has become stable under each parameter.
It can also be observed that the model parameters have little
effect on the final clustering effect.

In order to better integrate the PSO algorithm into the
BP neural network to achieve the best optimization effect,
a particle model is established in this paper to achieve the
purpose of calculating the fitness function and defining the
search space. In this process, the two key points that
cannot be ignored by PSO algorithm are speed and position,
while the two key points that cannot be ignored by BP
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Table 1 BP training results.

training times M SET M SEG training period

1 0.0215 0.0400 7142
2 0.0209 0.0432 7087
3 0.0213 0.0417 6983
4 0.0219 0.0458 6990
5 0.0220 0.0425 7005

Table 2 PSO-BP training results.

training times M SET M SEG training period

1 0.0205 0.0328 154
2 0.0211 0.0365 150
3 0.0206 0.0383 152
4 0.0202 0.0355 157
5 0.0201 0.0359 159

Table 3 Improved PSO-BP training results.

training times M SET M SEG training period

1 0.0153 0.0217 121
2 0.0142 0.0215 114
3 0.0148 0.0228 117
4 0.0139 0.0219 118
5 0.0125 0.0205 115

neural network learning algorithm are weight and threshold.
After clearing these, the BP algorithm and PSO-BP and the
improved PSO-BP are trained, as shown in Tables 1 to 3.

As shown in Tables 1 to 3, the PSO-BP and upgraded PSO-
BP network require less training time than the traditional
BP network.. When it reaches the precocious state, the
particle will be recreated in the search space of the new PSO-
BP algorithm, its position will be updated with its average
position, and the convergence speed accelerates. PSO-BP has
a substantially greater capacity for global optimization than
standard PSO, while simultaneously having approximately
the same training times and reduced mean square errors as
a result of training. This means that when employed as a
neural network for the learning algorithm, the extended PSO-
BP algorithm outperforms both the PSO algorithm and the
conventional BP approach.

4.2 Integration Efficiency and Real-time
Performance of Data from Different
Methods

After classifying the attributes according to various stan-
dards, comparing the training time and accuracy of the
BP neural network and the improved PSO-BP attribute
matching algorithm, the training time of the improved PSO-
BP algorithm proposed in this paper is determined. Results
are shown in Figure 7.

Figure 7 indicates that when training on the same data, the
duration and training time of the improved PSO-BP algo-
rithm are shorter than those of the conventional algorithm,
and the average accuracy is significantly higher. Therefore,
the experimental results fully support the enhanced PSO-BP
technique for attribute matching proposed in this paper.

In order to provide users with a unified query inter-
face to conceal the heterogeneity of the underlying data
sources, technology enabling the real-time integration of
heterogeneous data has emerged. This technology allows
users to concentrate on solving their own problems and
complete tasks efficiently without having to worry about
the heterogeneity of the data model of each basic data
source. In practice, the frequency of database updates and
the complexity of the fields determine the time interval for
planning activities. Test results show that if the database is
rarely updated, the schedule time can be set to 1–2 minutes,
as shown in Figure 8.

As shown in Figure 8, as the file size increases, the time
required for real-time integration increases exponentially.
This is because the synchronization of data needs to go
through two processes: writing to an external file and writing
to the database, which is much more time-complex than
ordinary data types. However, it can be seen that although
the integration time of the improved PSO-BP algorithm is
also increasing, the speed is relatively slow compared to
that of other algorithms. Furthermore, the synchronization
efficiency is also affected by factors such as dynamic memory
size. If the amount of data is too large, the parsing of XML
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Figure 7 Training time of the improved PSO-BP algorithm.

Figure 8 Real-time integration time of the three algorithms at different file sizes.

documents and the binary stream transmission will take a
long time, and errors may occur due to memory exhaustion.

5. CONCLUSIONS

With the development of science and technology, the
Internet has become popular, and people can work, study
and shop anytime and anywhere through the Internet of
Things. However, this has led to the generation of large-
scale heterogeneous data. The traditional data integration
technology is slow, inefficient, and cannot meet the needs of
modern users. In order to address the BP neural network’s
susceptibility to changes in the external environment, this
study proposed integrating the PSO algorithm into the BP
neural network algorithm. This also enhanced the neural net-
work’s capacity for self-learning. This can also increase the
BP neural network’s productivity and speed when processing
heterogeneous data. The relevant comparative analysis was
performed to confirm that the upgraded PSO-BP algorithm

has a greater real-time integration efficiency compared to the
other two methods. According to the findings, the enhanced
algorithm’s training and testing times are longer than those
of the BP neural network and the PSO-BP algorithm whether
in the training set or the test set. In terms of real-time
integration of heterogeneous data, the integration efficiency
of the improved algorithm is also greater than that of the
other two algorithms. Therefore, it makes sense to apply
it to real-time data integration technology. However, this
study has one major shortcoming: Only two algorithms are
analyzed. There are many algorithms in artificial intelligence
and big data, and other algorithms should be considered in
future work.
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